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Abstract

The thesis reports the mathematical models, experimental results and related
activities for the development of wireless devices in short-range communica-
tion systems aimed at sensing and the Internet of Things. The work origi-
nates from the idea of Wireless Body Area Network where low-cost sensors
and communication systems can be worn or integrated into clothes. Subse-
quently, the investigation was extended to devices external to the body to
be used as laboratory sensors or as a communication device.

The �rst part of the work dealt with the design and construction of wea-
rable, fully textile and recon�gurable Ultra Wide Band (UWB) antennas for
Wireless Body Area Network (WBAN) applications. These antennas have
the ability to be used in two di�erent con�gurations (monopole, microstrip),
in order to change the topology of the short-range network and the type
of communication (on-body communication and o�-body communication).
The obtained antennas are then used in the realization of a wearable radio-
localization system based on the principle of harmonic RADAR. A completely
passive device, which allows to replicate the received signal in second harmo-
nic, has been designed and built in order to be integrated into wearable UWB
antennas. One envisaged use concerns the radio-localization of people within
post-disaster scenarios or by connecting it to a transducer (for example of
temperature) it can be used as a sensor.

For the development of textile antennas, it has been envisaged the use
of non-conventional dielectric materials, such as fabrics, paper, plastic and
organic materials with the aim to use them in the design and construction
of low cost and low environmental impact sensors and antennas in the mi-
crowave band. For that purpose, their dielectric characterization has been
necessary. A permittivity measurement system has been designed based on
the ring resonator principle which has elements of versatility and can also
be used for the characterization of some types of liquid material. In this
context, the research has been extended to the design and construction of
low-cost microwave micro�uidic sensors for the characterization of aqueous
solutions and liquids in general.

v



For what concerns the development of sensors to be used in laboratory,
a completely passive RFId (Radio Frequency Identi�cation) tag at 867 MHz
has been designed and realized, in order to use it as a sensor in breaking
test activities in the laboratory. The designed sensor exploits the variation
of the input impedance of a twin line with variable parameters (tapered).
Finally, in the context of recon�gurable beam antennas, a Low Noise Am-
pli�er was designed and built to be replicated on the branches of the beam
forming network of an antenna array operating at 5 GHz for Wi-Fi (Wi-Fi5)
applications. The developed LNA has the peculiarity to work not only as
a low-noise ampli�er but also as a microwave switch which, when properly
piloted, allows the recon�guration of the antenna beam. This solution avoids
the use of microwave switches or circulators and thus reduces the noise of
the receiving chain and the overall dimensions.

Key words: Ultra Wide Band, Wireless Body Area Network, All-Textile

Antenna, metamaterials, Harmonic RADAR, microwave characterization of

materials, microwave micro�uidic analysis, microwave passive sensors, RFId

passive tag, microwave Low Noise Ampli�ers
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Chapter 1

WSNs and IoT: opportunities and

challenges

1.1 Introduction

The strong development of wireless communications that has been underway
for several decades has allowed the increasingly widespread and intelligent
interconnection of users and people. The goal has always been to reduce
geographical distances and make e�cient services usable with positive im-
pacts on the quality of life. The evolution of this world has occurred through
numerous studies carried out in the �eld of electronic and information engi-
neering which have led, over time, to the birth of the World Wide Web as
it is known today. Technological standards such as Wi-Fi (IEEE 802.11),
Bluetooth (IEEE 802.15.1), ZigBee (IEEE 802.15.4), and technologies such
as Near Field Communication (NFC) and Radio Frequency Identi�cation
(RFId), are used in the development of Wireless Sensor Networks (WSNs),
with the aim of making some of the activities carried out, for example, in ho-
mes and in some industrial production processes, stating the future of sectors
such as home automation [1] and industry 4.0 [2].

A sensor network is usually designed to detect events or phenomena,
collect and process data, and transmit sended information to interested users.
Basic features of sensors neworks are:

� self-organizing capabilities;

� short-range broadcast communication and multihop routing;

� dense deployement and cooperative e�ort of sensor nodes;

� frequently changing topology due to fading and node failures;
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Figure 1.1.1: Overview of the various wireless networking technologies used
in this period.

� limitations in energy, transmit power, memory, and computing power.

These characteristics make sensor networks di�erent from other wireless ad
hoc or mesh networks. Clearly, the idea of mesh networking is not new;
it has been suggested for some time for wireless Internet access or voice
communication. Similarly, small computers and sensors are not innovative
per se. However, combining small sensors, low-power computers, and radios
makes for a new technological platform that has numerous important uses
and applications [3].

For this reason reasearch and commercial interest in the area of wireless
sensor networks are currently growing exponentially. The use of this type of
network, in fact, is the basis of the concept of the Internet of Things (IoT),
in which any object (�thing�) manages to make itself recognizable, acquiring
intelligence thanks to the fact that it can communicate data about itself, and
to be able to access aggregate information by others. The term �Internet of
Things� was conied by Kevin Ashton in 1999 [4]. At that point, he viewed
Radio Frequency Identi�cation (RFId) as essential to the Internet of Things
[5], which would allow computers to manage all individual things [6]-[8]. Over
the years, however, other wireless communication standards have also been
used such as Wi-Fi, Bluetooth, Zigbee, etc., allowing the integration of data
collection networks based on WSNs to the data networks already present and
used to access the Internet.
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Figure 1.1.2: Wireless Sensor Networks and Internet of Things application
�elds.

Also in recent years mobile radio communications have had a strong push
from the point of view of pervasiveness, leading to the birth of the �fth
mobile radio generation (5G), with a view to making optimum access to
Internet services even in high-density users environments. In literature there
are many recent studies in which the communication concepts envisaged for
5G mobile systems are applied in IoT �elds [9]. An overview of the actual
standards for wireless communications are reported in Fig. 1.1.1

Wireless Sensor Networks (WSNs), and the IoT concept in general, are
used in many �elds and for di�erent uses [3] (see Fig. 1.1.2):

� General Engineering

� Automotive telematics: cars, which comprise a network of dozens
of sensors and actuators, are networked into a system to improve
the safety and e�ciency of tra�c;

� Sensing and maintenance in industrial plants: complex industrial
robots are equipped with up to 200 sensors that are usually con-
nected by cables to a main computer. Thanks to wireless sensors
nodes it is possible to remove wired connections in order to reduce
costs and robot's movments reduction;

� Aircraft drag reduction: achieved by combining �ow sensors and
blowing/sucking actuators mounted on the wings of an airplane;
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� Smart o�ce spaces: areas equipped with light, temperature, and
movement sensors, microphones for voice activation, and pressure
sensors in chairs. Air �ow and temperature can be regulated lo-
cally for a speci�c room rather than centrally;

� Tracking of goods in retail stores: tagging facilitates the store and
warehouse management;

� Tracking of containers and boxes: shipping companies are assisted
in keeping track of their goods, at least until they move out of
range of other goods;

� Social studies: equipping human beings with sensor nodes permits
interesting studies of human interaction and social behavior;

� Commercial and residential security.

� Agricolture and Environmental Monitoring

� Precision agricolture: crop and livestock management and precise
control of fertilizer concentrations are possible;

� Planetary exploration: exploration and surveillance in inhospitable
environments such as remote geographic regions or toxic locations
can take place;

� Geophysical monitoring : seismic activity can be detected at a
much �ner scale using a network of sensors equipped with ac-
celerometers;

� Monitoring of freshwater quality : the �eld of hydrochemistry has
compelling need for sensor networks because of the complex spa-
tiotemporal variability in hydrologic, chemical, and ecological para-
menters and the di�culty of labor-intensive sampling, particu-
larly in remote locations or under adverse conditions. In addition,
buoys along the coast could allert surfers, swimmers, and �sher-
men to dangerous levels of bacteria;

� Habitat and fauna monitoring : scientists could measure humid-
ity, pressure, temperature, infrared radiation, total solar radia-
tion, and photosyntetically active radiation. Animals and fauna
movement tracking systems are also used in scienti�c research for
understand the movements of some specimens of a given species
whitin a speci�c area;

� Disaster detection: forest �re and �oods can be detected early
and causes can be localized precisely by densely deployed sensor
networks;

4



� Contaminant transport: the assessment of exposure levels requires
high spatial and temporal sampling rates, which can be provided
by WSNs.

� Civil Engineering

� Monitoring of structures: sensors will be placed in bridges to de-
tect and warn of structural weakness and in water resevoirs to spot
hazardous materials. The reaction of tall buildings to wind and
earthquakes can be studied and material fatigue can be monitored
closely;

� Urban planning : urban planners will track groundwater patterns
and how much carbon dioxide cieties are expelling, enabling them
to make better land-use decisions;

� Disater recovery : buildings razed by an earthquake may be in�l-
trated with sensor robots to locate signs of life.

� Military Applications

� Asset monitoring and management: commanders can monitor the
status and locations of troops, weapons, and supplies to improve
military command, control, communications, and computing;

� Surveillance and battle-space monitoring : vibration and magnetic
sensors can report vehicle and personnel movement, permitting
close surveillance of opposing forces;

� Protection: sensitive objects such as atomic plants, bridges, re-
taining walls, oil and gas pipelines, communication towers, ammu-
nition depots, and military headquarters can be protected by in-
telligent sensor �elds able to discriminate between di�erent classes
of intruders. Biological and chemical attacks can be detected early
or even prevented by a sensor network acting as a warning system;

� Self -healing mine�elds: this system is designed to achieve an
increased resistance to dismounted and mounted breaching by
adding a novel dimension to the mine�eld. Instead of a static
complex obstacle, the self-healing mine�eld is an intelligent, dy-
namic obstacle that senses relative positions and responds to an
enemy's branching attempt by physical reorganization.

� Health Monitoring and Surgery

5



Figure 1.1.3: Example of Wireless Body Area Network in bio-medical appli-
cation.

� Medical sensing : physiological data such as body temperature,
blood pressure, and pulse are sensed and automatically trans-
mitted to a computer or physician, where it can be used for
health status monitoring and medical exploration. Wireless sens-
ing bandages may warn of infection. Tiny sensors in the blood
stream, possibly powered by a weak external electromagnetic �eld,
can continuously analyze the blood and prevent coagulation and
thrombosis;

� Micro-surgery : a swarm of MEMS1-based robots may collaborate
to perform microscopic and minimally invasive surgery.

From the application �elds just described, it can be seen how, in some cases,
WSNs and the IoT in general, are increasingly used in areas where the various
communicating nodes (sensors) are arranged very close to each other (tens
of meters, or tens of centimeters). In particular, it refers to the biomedical,
rescue and military �elds. An example of a hypotetical scenario in bio-
medical applications is shown in Fig. 1.1.3.

In biomedical �elds, medical sta� could �nd information on the vital signs
and the state of health of patients through non-invasive and real-time sur-
veys; in the other �elds, instead, technologies based on the RADAR principle
could be exploited, in order to identify people to be rescued in environments

1MEMS: Micro Electro-Mechanical Systems.

6



Figura 1.1.4: Typical ranges of action of Body Area Network, Personal Area
Network, and Local Area Network.

a�ected by natural (or man-made) disasters, or to determine whether hostile
situations, or the presence of allied units and supplies. For these applica-
tions, given the reduced range of action required, we can speak of Wireless
Personal Area Network (WPAN) [10]-[11] and Wireless Body Area Network
(WBAN) [12]-[14] (see Fig. 1.1.4).

The implementation of a Wireless Body Area Network (WBAN), for
example, can be made possible thanks to the use of Ultra Wide Band (UWB)
[15]-[16] technology, which allows to process information on very wide fre-
quency bands (> 500 MHz), thanks to very short pulses (nanoseconds), ma-
king it possible to exchange data in a robust way against the multipath that
could occur in environments where there are many obstables between the
transmitting and receiving units.

The widespread access to the various technologies that exploit wireless
communications has therefore contributed to the spread of a large number
of communicationg devices. It was therefore realized the need to reduce
their number through the development of equipment operating on several
frequency bands or on very wide bands. Also from technological point of
view, this new generation of devices opens up many research fronts, especially
in terms of low energy and environmental impact (green technology). In fact,
in many systems, such as RFId ones, there is a tendency to design and use
passive or semi-passive devices with low energy consumption, in order to
eliminate or reduce as much as possible the use of batteries necessary for the

7



Figura 1.1.5: Chipless RFId System.

operation of the transponders (tags) a�xed to a speci�c object belonging
to a given network. The tendency is therefore to be able to transmit and
exchange information thanks to devices called �chipless�, which do not need
electronic circuitry (especially active) on board [17]. An example of a chipless
RFId system is shown in Fig. 1.1.5.

Given the numerous �elds of application, the world of research is not only
aimed at what is related to the aspect of communications itself, such as:

� Energy e�ciency/system lifetime. The sensors are battery operated,
rendering energy a very scarce resource that must be wisely managed
in order to extend the lifetime of the network [18].

� Latency. Many sensor applications require delay-guaranteed service.
Protocols must ensure that sensed data will be delivered to the user
within a certain delay. Prominent examples in this class of networks
are certainly the sensor-actuator networks.

� Accuracy. Obtaining accurate information is the primary objective;
accuracy can be improved through joint detection and estimation. Rate
distortion theory is a possible tool to assess accuracy.

� Fault tolerance. Robustness to sensor and link failures must be achieved
through redundancy and collaborative processing and communication.

� Scalability. Because a sensor network may contain thousands of nodes,
scalability is a critical factor that guarantees that the network per-
formance does not signi�cantly degrade as the network size (or node
density) increases.

� Transport capacity/throughput. Because most sensor data must be
delivered to a single base station or fusion center, a critical area in the
sensor network exists (the green area in Fig. 1.1.6.), whose sensor nodes
must relay the data generated by virtually all nodes in the network.

8



Figure 1.1.6: Sensor network with base station (or fusion center). The green-
shaded area indicates the critical area whose nodes must relay all the packets.

Thus, the tra�c load at those critical nodes is heavy, even when the
average tra�c rate is low. Apparently, this area has a paramount
in�uence on system lifetime, packet end-to-end delay, and scalability.

Even the technological aspects related to the hardware is a real breed-
ing ground in which experts are turning their attention. In fact, there are
numerous studies also in the materials to be used for the manufacture of the-
se new telecommunication devices. The idea is to be able to use commonly
used materials in the realization of sensors such as paper, plastic �lms, wood,
plexiglass, etc., trying to minimize the costs for their construction and the
environmental impact. The choice of new materials could allow, for exam-
ple, to make telecommunication devices wearable and �transparent� for the
user. As part of the materials, there are many studies in which the dielectric
substrates that usually make up the various sensors, antennas, circuits, etc.,
are applied innovative materials such as graphene, in order to modify the
physical and dielectric properties. Thanks to them, in fact, it is possible to
modify the dielectric properties of the substrate to the point of obtaining
a very strong miniaturization of the device. It is no coincidence that sub-
stances such as graphene have found wide use in applications operating in
the terahertz [THz] band [19]-[20]. The use of these substances are, in most
cases, made possible thanks to the use of speci�c and innovative 3D printing
techniques, or through chemical procedures with which the substrates are
impregnated. Other studies, on the other hand, especially in the design of
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antennas and microwave sensors, have focused on the use of Arti�cial Ma-
gnetic Conductors (AMC), in order to create periodic metallic structures,
having particular geometries (metamaterials), which are able to modify the
intrinsic properties of the substrate on which it is a�xed [21]-[23]. Intere-
sting �elds of research also fall into the development of conductive inks, such
as, for example, those consisting of carbon nanotubes [24]-[26], and in the
automated printing techniques of the various metal parts that make up the
sensors (cutting plotter, conductive ink plotter, etc.) [27]-[29].

1.2 Research Objectives

The general objective of the work is the development of battery-free short
range communications and sensing devices designed to be used pervasively in
the context of IoT. For these reasons, devices must have low cost, simplicity
of construction and use and suitability often specialized to the speci�c appli-
cation. For these reasons they are heterogeneous both from the point of view
of the frequencies used and from the point of view of technologies. In fact, in
the thesis work I explored di�erent technologies and application areas both
for personal interest and for contingent needs, while maintaining the set goal.
The above mentioned objective includes: the development of wearable UWB
antennas for sensing in the context of the Wireless Body Area Network, a
scattering tag based on the principle of harmonic radar that is integrated in
the UWB antenna, the model of micro�uidic sensor which, despite having re-
mained at a preliminary stage development, shows the potential and methods
for integration in the context of sensors for IoT. The breaking test tag using
RFID technology was developed for speci�c laboratory applications and falls
into the broad category of RFID short-range sensing tags. Alongside these
main topics, additional ancillary topics have been addressed. I de�ne them
ancillary not because they are of minor importance but because they are
helpful or enabling for those de�ned as main. This is the case of techniques
and development of devices for the measurement of the dielectric constant,
they have been necessary to identify and characterize alternative materials
for the construction of wearable antennas. Similarly, was the development of
the LNA switchable system. Although this last topic has remained limited
to the design and construction of the speci�c device, it is thought to be an
enabling block of a more complex IoT system in which the designed block al-
lows the switching on and o� of the antenna elements of an array (over time)
in order to realize the so-called Time Modulated Array (TMA). TMA per-
mits the development of systems for intelligent beam steering, �eld focusing,
estimation of the direction of arrival of signals, all applications that are of
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interest in the context of short range communication and sensing. For what
concerns the innovative aspects of the research, the UWB antennas have in-
troduced models and methods to recon�gure the antennas by alternating two
di�erent topologies: the monopole and the planar one that is not proposed
before in the literature. The tag for the harmonic radar has the innovation,
not found in literature, of using a single port to perform the matching to the
non-linear device. So that, it needs only one antenna, but also performs the
matching for both the fundamental and the �rst harmonic at the same time
and manages the translation of the matching bandwidth in agreement with
the variation of capacitive loads that can be used as additional sensors. The
UHF RFID tag proposes a new sensor model for applications widely studied
in the literature. Regarding the speci�c objectives of the individual research
topics they concern the development of mathematical and electromagnetic
models aimed at the development of innovative low-cost antennas, and low
power consumption sensors and radio frequency devices that can be used in
wireless sensors networks and in IoT applications.

In particular, we wanted to identify Ultra Wide Band (UWB) impedance
matching techniques in order to obtain recon�gurable all-textile wearable
antennas. By recon�gurability we mean the ability of the device to function
in at least two di�erent modes while maintaining the same basic structure.
To obtain this type of device, it was decided to appropriately modify the
geometry of the conductive parts of the antennas, or through the application
of frequency selective structures (metamaterials) appropriately designed.

The development of wearable antenna requires the use of non-conventional
materials like fabrics and rubbers for that reason another important research
goal is to be able to characterize unconventional dielectric materials in the
microwave band, through the use of numerical algorithms and the develop-
ment of an appropriate sensor. In fact, in the context of the design of mi-
crowave devices, canonical materials such as Rogers, Taconic, Duroid, etc.,
are indeed performing, but they are also very expensive and not so easy
to �nd. Through the characterization of commonly used materials such as
paper, plastics, fabrics, etc., we want to try to use them in the design and
construction of laboratory antennas and sensors, possibly passive, for short
range networks.

A further research objective concerns the study of active electronic / elec-
tromagnetic design techniques in the context of intelligent recon�gurable-
beam receiving systems. By intelligent we mean system with low energy
consumption, controllable by appropriate control signals, whose dimensions
in terms of layout, and performance in term of noise (noise �gure) must be
reduced to a minimum. For that purpose, the architecture of Time Mod-
ulated Array (TMA) permits to realize a kind of 4-D antenna array since
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it introduces time as an additional dimension for the generation, detection,
and modulation of electromagnetic beams. That architecture is suitable for
short-range communications and sensing because enables novel characteris-
tics of the antenna array including ultra-low side-lobes at the fundamental
component and realizing real-time beam scanning by harmonic components.
Di�erent applications are possible: space-division multiple access, direction
�nding, multiple input multiple out radar, near-�eld focusing. From the
theoretical point of view there is a rich literature, nevertheless the practi-
cal application feels the limits of the hardware in particular the non-ideal
characteristics of RF switches with regard to the switching speed and the
rising and falling edges. The use of a switchable LNA has the advantage to
reduce the overall noise since the additional noise of the switch is missing, in
addition to the reduction of the overall dimensions. The work presented in
the thesis is limited to the realization of 4-port switchable LNA device to be
used in a future experimental TMA research/applications.

1.3 Thesis Layout

Chapter 2 dealt with the design and construction of recon�gurable wear-
able all-textile Ultra Wide Band antennas for Wireless Body Area Network
(WBAN) applications. This type of antennas were then used in the re-
alization of a wearable radiolocation system based on the principle of the
harmonic RADAR described in chapter 3. In chapter 4, the characteriza-
tion of unconventional dielectric materials, such as fabrics, paper, plastic
and organic materials, was studied in depth, with the aim of being able to
use them in the design and construction of low cost and low environmental
impact sensors and antennas. In this context, research has been extended
to the design and construction of low-cost microwave micro�uidic sensors for
the characterization of acqueous and liquid solutions in general. This study
is reported in chapter 5. Chapter 6 describes the design of a completely pas-
sive RFId (Radio Frequency Identi�cation) tag that can be used as a sensor
in breaking test activities in the laboratory. Chapter 7 describes a particular
Low Noise Ampli�er (LNA) that can be used in intelligent receiver systems
with recon�gurable beam for 5 GHz Wi-Fi applications.
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Chapter 2

Reversible Structure Wearable

All-Textile UWB Antenna

2.1 Introduction

All-textile Ultra Wide Band (UWB) antennas are becoming more and more
attractive for on-body short range communication systems like wearable com-
puting, sensor monitoring, health-care assistance and in general for Wireless
Body Area Network (WBAN) applications [1], [2]. Because of the easy in-
tegration in clothes they permit to achieve comfortable wearability together
with a robust assembly with the electronic circuitries for sensing, communica-
tions, wireless power transfer or energy harvesting [3], [4]. On the other hand,
wearable antennas su�er from the coupling with the human body which may
absorb a large part of the radiated electromagnetic �eld causing the mismatch
of the antenna, reduction of e�ciency, alteration of radiation pattern with
respect to free space condition in addition to potential health risks in case
of exposure for prolonged periods of time. For these reasons, planar shaped
antennas are preferred because of the easy collocation on the human body
while the use of a ground plane strongly reduces the absorption of energy in
the body. Resorting to substrate integrated waveguide (SIW) technology the
antennas shown in [3] and [5] achieve intrinsic shielding and stable character-
istics in proximity of the human body even though the antennas are not UWB
but narrow band or multiband. The class of microstrip-like antennas instead,
[6]-[9], provided with full ground plane allows low body-antenna interactions
and is good candidate for o�-body communications in UWB-WBAN typical
topology [1] thanks to its characteristics of directivity and good e�ciency.
The intrinsic drawback of this class of antennas is the narrow bandwidth
since they are based on resonance phenomena. Nevertheless, using suitable
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modi�cations and design shrewdness it is possible to extend the bandwidth
to cover the entire FCC1 band. A �rst class of design methods consists in
modifying the antenna geometry with a number of sub-structures having dif-
ferent resonant frequencies that partially overlap over the whole UWB band.
This is the case of [6] where folded parts and slots bring more resonances in
the radiating patch while parasitic patches surrounding a shaped active one
are used in [7], a shaped multi-slot patch, instead, is proposed in [8]. An-
other design method concerns the use of a planar monopole combined with a
re�ector and a ground plane that permit to achieve unidirectional radiation
pattern preserving the UWB bandwidth and shielding the human body [9].
The dipole-like family of wearable UWB antennas has the advantage of better
yield in terms of time-domain performance [10] (e. g. the group delay and the
so called System Fidelity Factor) with respect to multi-resonating antennas
because a thick dipopole (or monopole) is an intrinsic broadband antenna
[11], [12]. Wide bandwidths, if fact, can be achieved with planar monopole
antenna topology therefore it is frequently used in UWB communication sys-
tems. A recurrent design method is based on a �at monopole having various
shapes fed by a microstrip line (very often combined with a partial ground
plane [11], [13]-[16]) or a Coplanar Wave (CPW) line, e.g. circular disk [12],
tapered triangular [17], tapered slot [18]. An alternative design exploits the
3-D dimensions to develop compact broad band antennas like that based on a
3-D slot-loaded folded dipole shown in [19]. Despite the compact size typical
of these antennas they have reasonable radiation performance, are frequently
realized using rigid substrate but better integration onto clothing has ob-
tained using �exible substrate [18], [20], [23]. A limitation of �at monopole
antennas is the alteration of the radiation diagram and impedance matching
when worn, in particular for lying parallel to the surface of the body since in
that collocation the antenna strongly feels the interaction of the electromag-
netic �eld with the body. On the other hand, it has been demonstrated in
[24] that a properly choice of the radiation pattern and polarization of the
transmitting and receiving antennas for the di�erent body locations, permits
to optimize the WBAN system performance in terms of transmitted power
and bit error rate. For on-body communications, it should be favourable to
have the radiation pattern omnidirectional in the plane of the body while the
polarization vertical with respect to it. A monopole orthogonal to the body
surface with a large ground plane is, evidently, a good candidate for this type
of systems. In the case of o�-body communications instead, unidirectional
antennas are preferable because of the increased directivity while the use of
a ground plane limits the losses in the body.

1FCC: Federal Communication Commition.
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An important technique that allow to optimize the quality of the radiation
pattern of these type of antennas is based on the application of Frequency
Selective Surfaces (FSS) [32]-[36]. These surfaces, once positioned between
the radiant part of the planar antenna and its ground plane, behave like Ar-
ti�cial Magnetic Conductor (AMC) allowing signi�cant improvements from
the point of view of the gain radiation pattern. In this chapter di�erent
techniques are described to obtain a all-textile UWB wearable antennas for
WBAN that allows to be recon�gured changing from a monopole-like shape
to a microstrip-like shape. The change of con�guration is simply obtained by
raising and lowering a textile �ap that contains the main radiating part of
the antenna. It behaves like a monopole when arranged orthogonally to the
ground plane and like a microstrip patch when placed parallel to the ground.
In both con�gurations the antenna preserves the UWB bandwidth while the
radiation pattern changes according to the speci�c shape: omnidirectional
and unidirectional in case of monopole and microstrip con�guration, respec-
tively. The proposed type of recon�gurable antenna has been conceived to
be used with a device that can switch between a tag mode and sensor mode.
In tag mode, the �apping monopole acts as a UWB tag for localization and
tracking of personnel, being omnidirectional. In sensor mode, the microstrip-
like topology is a part of the air interface of wearable active and passive health
sensors that exchange data with an interrogator, away from the body, under
the user control.

2.2 Bow-tie Shaped Ground Plane Matching

Surface

2.2.1 Antenna Structure and Materials

The antenna is composed of four layers, a schema of the stratigraphy is shown
in Fig. 2.2.1. From top to bottom, the �rst layer is made of conductive fabric,
it consists of a CPW line that feeds a circular disk attached over a �apping
layer. The �apping part can be rotated around a textile hinge orthogonal
to the CPW line in order to accomplish both the monopole and microstrip
topology. A part of the ground plane is removed to house the �ap when
it lays down parallel to the ground in the microstrip topology. The second
layer is made of a textile fabric having thickness hu, that layer hosts on
the bottom face a re�ector made of conductive fabric and connected to the
ground of the CPW line. The re�ector has the main function of matching
the antenna's impedance in the microstrip topology nevertheless it a�ects
also the radiation pattern as will be shown later on. The third layer is made
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Figure 2.2.1: Schema of the side view of the antenna.

of textile fabric with thickness hd while the last layer is a re�ecting ground
made of conductive fabric.

The drawing of the antenna functioning as a monopole is shown in Fig.
2.2.2 a), while the microstrip-like con�guration is shown in Fig. 2.2.2 b).
Table 2.1 reports the corresponding dimensions in millimeters.

The used conductive textile material is the ShieldIt Super that has sur-
face resistivity < 0.07 Ohm/sq and is 0.17 mm thick [25]. Di�erent textile
fabric can be used for the two dielectric layers, we have designed and ex-
perimented two di�erent setups: the �rst uses denim for the �rst layer and
felt for the second one; the other setup, instead, uses denim for both lay-
ers. Simulation and experimental measurements have shown similar results
in terms of bandwidth and radiation patterns once the thickness and the an-
tenna's dimensions have been optimized. Nevertheless, the use of felt makes
the antenna more prone to deformations and mechanical instability (e.g. dis-
junction of connector) because the felt is softer than denim so that we prefer
to use the second setup and we refer to it from now on. The dielectric prop-
erties of the used denim are extrapolated using the ring resonator technique
descripted in Chapter 4: its dielectric constant and loss tangent values are,
respectively, 1.43 and 0.036, measured at 5 GHz. For the �rst layer we used
a denim fabric having thickness 0.6 mm, the thickness of the fourth layer
(hd), instead, is a parameter to be optimized since it a�ects the behavior of
the antenna, in particular the gain.

To realize the optimized thickness more fabrics have been sewn on top of
each other. The �apping part that allows the change from one topology to
the other has been made with denim fabric 0.6 mm thick and with a small
prism of very light foam. The prism of foam has dielectric constant very near
to one and serves to support the �ap in the upright position. It acts, in fact,
as a spring that is compressed with thin thickness in case of microstrip-like
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Figure 2.2.2: Antenna's drawings: a) monopole con�guration; b) microstrip-
like con�guration.

con�guration instead it splays and supports in an almost orthogonal position
the �ap in case of monopole con�guration.

2.2.2 Antenna Design

The design of the antenna has been performed subdividing the task into
two almost independent parts: one for monopole topology and one for mi-
crostrip topology. In fact, the design of microstrip topology is subsequent
to that of the monopole that remains invariant apart from the lying. The
electromagnetic analysis has been performed with Ansys HFFS [27] while
the optimization of the design of the structures of the antenna has been
performed with the genetic algorithm.

2.2.2.1 Monopole Topology

A circular disk orthogonal to a ground plane is an intrinsic broadband radi-
ating structure. When it is CPW-fed the main parameters to optimize the
bandwidth are the radius r of the disk that limits the lower frequency of
the band, the gap g from the ground plane that has most e�ects at higher
frequencies and the width of the ground plane W . Since the increasing of the
size of ground plane gives negligible e�ects on the monopole behavior after
a certain size while it is an important design parameter for the microstrip
topology we do not consider it as a design parameter of the monopole and
assume it is large enough to not a�ect the monopole behaviour. The dimen-
sion W is determined in the design phase of the microstrip topology making
a check of the behavior of the monopole a-posteriori. Since the fabric in the
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nearness of the hinge of the �ap is subjected to bulge when the �ap com-
mutates between monopole and microstrip con�gurations, the gap g might
be slightly variable. As a consequence, the bandwidth may become unstable
changing every time the �ap moves. To avoid that drawback, we introduce
in the design of the monopole a couple of thin strips connected orthogo-
nally to the feed line and placed at the intersection point between the disk
and the coplanar line. That structure makes the impedance matching of the
monopole insensitive to possible variations of the gap but introduces an up-
per limit to the bandwidth. The length Ls of the strips is the main design
parameter that determine the upper frequency, Fig. 2.2.3 shows the details
of the structure. The impedance matching of the monopole is independent
from the shape and extension of the ground plane opposite to the driven line,
i.e. the part of ground plane without the CPW line in Fig. 2.2.2 a). For
that reason, the part of the ground plane behind the monopole is free to be
modi�ed and can host the microstrip part of the antenna. Nevertheless, the
radiating characteristics instead feel the absence of that part of ground plane
mainly at lower frequencies, so a �oating ground plane is introduced at the
bottom side of fourth layer in order to compensate for the lack of that part of
CPW ground and to improve the shielding of the body from the electromag-
netic �eld. Table 2.1 shows the optimized values (mm) of the main design
parameters in order to achieve the UWB bandwidth.

W L Ww Lw Wf Lf r hu hd

90 90 87 42 40 40 18.3 0.6 4.8

Table 2.1: Optimized geometrical values of proposed antenna parts.

Figure 2.2.3: Geometric details of monopole disk.
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Figure 2.2.4: Geometric details of shaped re�ector.

2.2.2.2 Microstrip Topology

When the denim �ap, that contains the radiator disk, is put parallel to the
substrate over the CPW ground plane, the input impedance mismatches at
some frequency sub-bands. To obtain the UWB bandwidth without changing
the geometry of the monopole, the coplanar ground plane has been narrowed
along the sides of the substrate in the part opposite to the driven line (Fig.
2.2.2 b)), extended to the back of the top substrate and connected to a
shaped re�ector that behaves like a broad band matching structure (Fig.
2.2.1). The re�ecting structure is placed at the interface between the two
textile substrates that have suitable thickness. The thickness (hu) of the
�rst substrate is kept constant while the thickness of the second substrate
(hd) has been optimized in order to increase the gain of the antenna in that
topology.

The geometry of re�ector is shown in Fig. 2.2.4, it consists of a main part
having the shape of two opposite triangles (like a bowtie) that are connected
together by means of a broad line. The line has two large strips orthogonal
to its axis and is connected to the coplanar ground plane. The main design
parameters that permit the UWB impedance matching are the lengths of the
height h and base b of the triangles, the width ws and length ls of the strips,
the position dp, of the strips and the length lp of the line. The dimensions of
these parameters have been obtained by means of an optimization having the
objective to enlarge as much as possible the bandwidth. That shaping of the
re�ector permits to achieve a UWB bandwidth apart from some frequencies
where the re�ection coe�cient exceeds the -10 dB threshold. To �at the
exceeding parts we punch each triangle with four scaled triangular slots that
form a Sierpinsky-like structure. The dimensions of the slots have been
obtained after an optimization aimed to �at the re�ection coe�cient.
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Figure 2.2.5: Re�ection coe�cient of the monopole-like antenna: comparison
between the �nal version of the antenna, and the �nal version of the antenna
without �oating ground plane.

g Ls h b ws ls dp lp

0.9 5 34 18.6 9.5 34.3 6.4 16.8

Table 2.2: Other optimized geometrical values of proposed antenna parts.

2.2.3 Numerical Results

The optimization of the antenna model and the analysis of its behavior in
each topology has been performed in free-space, while an a-posteriori check
has been performed to test the antenna on body. For on-body simulations
we used an equivalent homogeneous body model [30], [31] having volume
130Ö120Ö44 mm³ and simulating a muscle tissue with relative dielectric
constant 50 and conductivity 3 S/m. For both topologies, the antenna is
centered above the tissue model at a distance of 10 mm that approximates
the presence of clothes on the body. Because of the ground plane, simulation
results show the antenna is insensitive to the body so that the behavior in
terms of re�ection coe�cient and radiation pattern do not change signi�-
cantly with or without the body. Since the design of the monopole topology
does not require particular e�orts we report the obtained results in terms
of re�ection coe�cient and radiation pattern without the description of the
evolution of the design. The microstrip-like topology instead requires more
design steps and electromagnetic shrewdness therefore we report intermedi-
ate results in order to give an in depth description of the evolution of the
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Figure 2.2.6: Re�ection coe�cient of the monopole topology for di�erent
lengths of the strips.

design.

2.2.3.1 Re�ection Coe�cient

The re�ection coe�cient of the monopole antenna is shown in Fig. 2.2.5,
practically, it is insensitive to the �oating ground plane. Fig. 2.2.6 shows
the re�ection coe�cient for di�erent lengths (Ls) of the strips placed near
the radiating disk. The upper limit of the frequency band is sensitive to
the length of the strips, in particular it decreases increasing the length of
the strips. For the selected length we obtain an UWB impedance matching
larger than the FCC regulations: from 1.82 GHz to 12.55 GHz.

The steps of the design procedure of the microstrip-like antenna are shown
in Fig. 2.2.7. The �rst step (Fig. 2.2.7 a) considers the radiating disk,
designed for the monopole topology, is lying over the denim substrate inside
a rectangular aperture of the coplanar ground that forms a frame along the
sides of the substrate. The corresponding re�ection coe�cient shown in Fig.
2.2.8 (dotted line) shows two useful bands: one around 4 GHz and the other
from about 6 to 10 GHz. The second step introduces inside the aperture and
in the bottom side of the substrate a re�ector having the shape of a bowtie
(Fig. 2.2.7 b). Several alternative shapes have been simulated obtaining a
re�ection coe�cient worse than that the case without the re�ector (�rst step).
Instead, the bowtie shaped re�ector permits to improve the matching even
though the re�ection coe�cient is larger than the threshold -10 dB over some
narrow sub-bands (dashed dot line in Fig. 2.2.8). The third step introduces
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Figure 2.2.7: Design steps of the microstrip-like antenna (radiating disk hid-
den): a) the radiating disk lies over a rectangular aperture of the CPW
ground; b) shaped re�ector connected to ground; c) �nal structure with
punched re�ector.

Figure 2.2.8: Evolution of the re�ection coe�cient of the microstrip-like an-
tenna for the design steps shown in Fig. 2.2.7.
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Figure 2.2.9: Re�ection coe�cient of the microstrip-like antenna for di�erent
lengths of the strips near the radiating disk.

a set of slots punched on the re�ector, the e�ect of the slots permits to match
the antenna over the full band from 2.98 GHz to 12.57 GHz. Finally, the
variation of the re�ection coe�cient because of the change of the length of
the strips (Ls) on the radiating disk is shown in Fig. 2.2.9, similar to the
monopole topology the increasing of the length of the strips makes the upper
frequency of the band smaller.

2.2.3.2 Radiation Pattern

The 3D gain patterns of the optimized monopole and microstrip-like topolo-
gies together with the corresponding current density over the main radiator
are shown in Fig. 2.2.10 and Fig. 2.2.11, respectively.

The gain patterns on (z-x) plane (i.e.ϕ = 0°) of the optimized antennas
are shown in Fig. 2.2.12 for the monopole (left) microstrip (right) topologies,
at three di�erent frequencies (4.2 GHz, 6.6 GHz, 9.6 GHz). The monopole
patterns are almost omnidirectional at lower frequencies while the microstrip-
like patterns show higher gain values at slant directions. Fig. 2.2.13 (left)
and (right) shows the gain patterns on a plane parallel to (z-y) (i.e. ϕ = 130°)
for monopole (left) and microstrip�like (right) topologies, respectively. Fig.
2.2.14 shows the variation of the maximum gain vs. frequency, it oscillates
between 2 dB and 6 dB in case of monopole (up) and between 2 dB and 8
dB for the microstrip (down) topologies.

For microstrip-like topology the main component contributing to the total
gain is the θ component a part from three narrow sub-bands near 4 GHz, 6.3
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Figure 2.2.10: a) 3-D gain patterns and b) corresponding current distribution
for monopole topology at three di�erent frequencies.
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Figure 2.2.11: a) 3-D gain patterns and b) corresponding current distribution
for microstrip-like topology at three di�erent frequencies.

GHz and 7.8 GHz. This means that single polarization across the most part
of UWB band is obtained. In monopole-like topology, instead, both θ and ϕ
components of the gain contribute to the total gain apart from four narrow
sub-bands where the θ component is dominant. The e�ect of the thickness
of the substrates has been analysed and shown in Fig. 2.2.15 � Fig. 2.2.18.
It is possible to observe that only the thickness of the second substrate has
an important e�ect on the gain of microstrip topology especially at lower
frequencies (Fig. 2.2.15). The thickness of hd = 4.8 mm has been chosen
because it gives a good trade-o� between low and high frequencies.

2.2.3.3 System Fidelity Factor Analysis

In order to estimate the goodness of the designed antennas we simulate the
System Fidelity Factor (SFF) in agreement with the procedure [10] that
de�nes the normalized cross-correlation between a transmitted UWB pulse
T̂s (t) and its received version R̂s (t+ τ):

0 ≤ SFF = max

ˆ ∞

−∞
T̂s (t) R̂s (t+ τ) dt ≤ 1 (2.2.1)
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Figure 2.2.12: Zenithal cut of the gain radiation pattern of the monopole-like
topology a), and microstrip-like topology b) at 4.2 GHz, 6.6 GHz, and 9.6
GHz.

Figure 2.2.13: Azimuthal cut of the gain radiation pattern of the monopole-
like topology a), and microstrip-like topology b) at 4.2 GHz, 6.6 GHz, and
9.6 GHz.
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Figure 2.2.14: Maximum gain vs. frequency for monopole (up) and mi-
crostrip (down) topologies. Continuous green line total gain; black dash-
dotted and orange continuous lines ϕ and θ components, respectively.
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Figure 2.2.15: Maximum gain vs. frequency in case of monopole topology
for di�erent thickness of second substrate.

Figure 2.2.16: Maximum gain vs. frequency in case of monopole topology
for di�erent thickness of �rst substrate.
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Figure 2.2.17: Maximum gain vs. frequency in case of microstrip-like topol-
ogy for di�erent thickness of second substrate.

Figure 2.2.18: Maximum gain vs. frequency in case of microstrip-like topol-
ogy for di�erent thickness of the �rst substrate.
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Figure 2.2.19: System Fidelity Factor scenario for the proposed antenna in
monopole-like topology, and in microstrip-like topology.

The SFF value strongly depends on the system transfer function H (ω),
de�ned as:

H (ω) = HTxHCHHRx (2.2.2)

where HTx, HCH , and HRx are respectively the transmitting antenna
transfer function, the channel transfer function, and the receiving antenna
transfer function. The used SFF scenario consists of two equal antennas (i.e.
same topology) placed at a distance of 0.5 m, one is stationary while the
other is rotating around the axis orthogonal to the direction of maximum
radiation. In Fig. 2.2.19 a typical SSF scenario is depicted.

As shown in Fig. 2.2.12, when the antenna is con�gured as a monopole,
the maximum of gain radiation pattern does not occur for an elevation angle
equal to θ = 0°, but it occur for an elevation angle equal to θ = 40°. In Fig.
2.2.20 SFF scenario for monopole antennas in maximum of gain position is
depicted.

A sine-modulated Gaussian pulse is transmitted from the stationary an-
tenna

Ts (t) = e−((t+a·τ)/τ)2 · sin (2πfr · (t+ a · τ)) (2.2.3)
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Figure 2.2.20: System Fidelity Factor scenario for the proposed antenna in
monopole-like topology, in maximum of gain radiation pattern position.

with τ = 210 ns, a = 3, fr = 4.5 GHz.
The results of this analysis gives the SFF for di�erent angles of rotation,

it is shown in Fig. 2.2.22 for both topologies. For the microstrip-like topology
the SFF value is between 0.29 (at ±145° rotation angle) and 0.69 (at ±55°
rotation angle), while for the monopole topology the SFF value is between
0.3 (at ±70° rotation angle) and 0.58 (at ±110° rotation angle).

2.2.4 Measurement Results

The realized prototype antenna has been hand-made, all conductive parts
are �xed to the fabric substrates by ironing, while the SMA connector is
soldered. A picture of the realized antenna is shown in Fig. 2.2.23. The
measurements of the re�ection coe�cient have been performed with Anritsu
MS46122B vector network analyzer.

2.2.4.1 Re�ection Coe�cient

Re�ection coe�cient measurements have been performed in a laboratory en-
vironment with the antenna placed over a hollow cardboard box and, for
on-body measurement, over a phantom, far from scattering objects. The
phantom has been realized with a very thin plastic box �lled with a solution
of distilled water and 0.9% sodium chloride. The re�ection coe�cient of the
antenna alone and on-body together with the corresponding simulated result
is shown in Fig. 2.2.24 for monopole topology and Fig. 2.2.25 for microstrip
topology.
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Figure 2.2.21: Sine-modulated Gaussian pulse, and its spectrum.
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Figure 2.2.22: Simulated System Fidelity Factor results: monopole topology
for θ = 0° (red dashed line), and monopole topology for θ = 40° (blue
continuous line), and microstrip-like topology (green continuous line).

Figure 2.2.23: Realized prototype antenna: a) monopole con�guration; b)
microstrip con�guration; c) underlying shaped re�ector.
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Figure 2.2.24: Measured re�ection coe�cient of monopole topology for the
antenna alone (continuous line), on-body (dashed) and simulated (dash-
dotted).

Figure 2.2.25: Measured re�ection coe�cient of microstrip topology for the
antenna alone (continuous line), on-body (dashed) and simulated (dash-
dotted).
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Figure 2.2.26: On-body measurement set-up for both antenna topologies: a)
antenna on an arm; b) antenna on the chest.

The measured re�ection coe�cient of monopole con�guration has a -10
dB bandwidth from 2.62 GHz to 10.1 GHz apart from a slight impedance
mismatching near 3 GHz where it is -9 dB for a sub-band of about 30 MHz.
The measured bandwidth for microstrip-like topology spans from 2.73 GHz
to 10.1 GHz with a slight mismatch for sub-band of about 35 MHz near 5
GHz. For both con�gurations, negligible di�erences are visible between the
alone and on-body measurements. In comparison with simulated results the
measured bandwidths have the upper limit about 1.5 GHz lower than the
simulated one. That di�erence is mainly dependent on the manufacturing
inaccuracy of the hand-made prototype: since the reduction of the bandwidth
is at higher frequency and have the same value for both con�gurations it
dependents on a part of the antenna common to both con�gurations. After
some checks we have found it is depending on the quality of the soldering
of the connector that has main e�ects at higher frequencies. The behavior
of the monopole con�guration does not change for slant positions of the
�apping part (i.e. the monopole is not exactly orthogonal to the ground
plane). Furthermore, the whole behavior of the antenna does not change for
moderate bending of its structure.

Fig. 2.2.26 shows the antenna worn on the chest and on an arm where it
is moderately bent, and the corresponding re�ection coe�cients for the two
antenna con�gurations do not change signi�cantly as shown in Fig. 2.2.27
and Fig. 2.2.28.
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Figure 2.2.27: On-body measured re�ection coe�cient for monopole topol-
ogy.

Figure 2.2.28: On-body measured re�ection coe�cient for microstrip-like
topology.
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Figure 2.3.1: Schema of the side view of the antenna.

2.3 Arti�cial Magnetic Conductor Matching Sur-

face

2.3.1 Antenna Structure and Materials

The antenna structure is very similar to the other antenna descripted above.
The antenna is composed of �ve layers, a schema of the stratigraphy is shown
in Fig. 2.3.1. From top to bottom, the �rst layer is made of conductive fab-
ric, it consists of a microstrip line that feeds a circular disk attached over
a �apping layer. The �apping part can be rotated around a textile hinge
orthogonal to the microstrip line in order to accomplish both the monopole
and microstrip topology. The second layer is made of a textile fabric having
thickness hu, that layer hosts on the partial ground plane and on the Fre-
quency Selective Surfaces (FSS) made in conductive fabrics that represent the
third layer of the antenna. Unlike what the literature suggests, FSS has the
main function of matching the antenna's impedance in a speci�c sub-band
in the microstrip topology rather to improve the gain radiation pattern. The
fourth layer is made of textile fabric with thickness hd while the last layer
is a re�ecting ground made of conductive fabric. ShieldIt Super conductive
textile material (surface resistivity < 0.07 Ohm/sq, thickness of 0.17 mm)
[25] was used for ground planes and antenna parts.

The drawing of the antenna functioning in microstrip-like con�guration
is shown in Fig. 2.3.2 a), while the monopole con�guration is shown in Fig.
2.3.2 b). Table 2.3 reports the corresponding dimensions in millimeters. Di-
electric properties of denim substrate are the same of the previous antenna
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Figure 2.3.2: Antenna's drawings: a) microstrip-like con�guration; b)
monopole con�guration.

(dielectric constant value is 1.43, while its loss tangent value is 0.036 mea-
sured at 5 GHz) and are extrapolated using the ring resonator technique
descripted in Chapter 4. Exploiting the reduced ground plane technique
characteristics [11], [13]-[16], that easily permits to obtain Ultra Wide Band
(UWB) response in terms of re�ection coe�cient, we designed the antenna
structure. The global thickness of the structure is an important antenna
parameter because has a strong e�ect on the gain of the antenna. To ensure
body shielding from the electromagnetic �elds a �oating full ground plane
was applied in the bottom side of the antenna. The radiator part of the
antenna is a disk that is positioned on a 0.6 mm thick �exible mobile part of
the substrate in such way that it can acts like a monopole when connected
orthogonally to the ground plane and like a microstrip patch when connected
parallel to the ground, as seen in the previous antenna design description.
For the second layer we used a denim fabric having thickness hu, while the
thickness of the fourth layer is hd. Both are parameter to be optimized since
it a�ects the behavior of the antenna, in particular the gain.

To realize the optimized thickness more fabrics have been sewn on top
of each other. The �apping part that allows the change from one topology
to the other has been made with denim fabric 0.6 mm thick and with a
small prism of very light foam. The mobile part (�ap) was obtained by
cutting out a rectangle from the layer placed higher, while the prism of
foam has dielectric constant very near to one and serves to support the �ap
in the upright position. It acts, in fact, as a spring that is compressed
with thin thickness in case of microstrip-like con�guration instead it splays
and supports in an almost orthogonal position the �ap in case of monopole
con�guration.
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2.3.2 Antenna Design

The design of the antenna has been performed subdividing the task into
two almost independent parts: one for monopole topology and one for mi-
crostrip topology. In fact, the design of microstrip topology is subsequent
to that of the monopole that remains invariant apart from the lying. The
electromagnetic analysis has been performed with Ansys HFFS [27] while
the optimization of the design of the structures of the antenna has been
performed with the genetic algorithm.

2.3.2.1 Monopole Topology

A circular disk orthogonal to a ground plane is an intrinsic broadband ra-
diating structure. When it is microstrip-fed with partial ground plane on
the bottom part of the second layer of the structure, the main parameters
to optimize the bandwidth are the radius r of the disk that limits the lower
frequency of the band, the gap lt − Lhgp necessary to obtain a wide band
impedance matching, and the width of the ground plane W . As descripted
in the previous section, since the increasing of the size of ground plane gives
negligible e�ects on the monopole behavior after a certain size while it is
an important design parameter for the microstrip topology, we do not con-
sider it as a design parameter of the monopole and assume it is large enough
to not a�ect the monopole behaviour. The dimension W is determined in
the design phase of the microstrip topology making a check of the behavior
of the monopole a-posteriori. The impedance matching of the monopole is
independent from the application of conductive parts in the area left free
by the partial ground plane (Fig. 2.3.2 b)). For that reason, FSS could be
applied in this area. Nevertheless, the radiating characteristics instead feel
the absence of that part of ground plane mainly at lower frequencies, so a
�oating ground plane is introduced at the bottom side of fourth layer in order
to compensate for the lack of that part of the partial ground and to improve
the shielding of the body from the electromagnetic �eld. Table 2.3 shows the
optimized values (mm) of the main design parameters in order to achieve the
UWB bandwidth. Table 2.4 shows the optimized values (mm) obtained for
the third part of the antenna.

W L w1 w2 Wf Lf r hu hd ll lt

57 90 7.4 6.3 38 36 16.8 2.4 2.4 28.8 34.8

Table 2.3: Optimized geometrical values of proposed antenna parts.
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Figure 2.3.3: FSS and partial ground plane view.

GAPx GAPy g WAMC LAMC Lhgp

7.3 2.9 1.6 20.4 22.6 35.9

Table 2.4: Other optimized geometrical values expressed in millimeters.

2.3.3 Microstrip Topology

In this topology, the use of the full ground plane heavily modi�es the UWB
characteristic of the impedance matching of the antenna. The re�ection co-
e�cient presents a wide matched band at higher frequencies while at the
lower part of the frequency band it shows a wide mismatch. To remove
the impedance mismatching problem a Frequency Selective Surface (FSS)
[33] was introduced. In literature [32]-[36], this technique is used especially
for radiation diagram improving. In this work FSS was used like an Arti-
�cial Magnetic Conductor (AMC) able to introduce a little attenuation in
its backscattered re�ection coe�cient module that allows a good impedance
matching in the sub-band of interest. However, this impedance matching
property causes a slight deterioration in gain radiation pattern. In the �-
nal version of the proposed antenna we introduced four identical rectangular
surfaces, properly spaced between them and from the partial ground plane
as shown in Fig. 2.3.3. That shaping of the FSS permits to achieve a UWB
bandwidth apart from some frequencies where the re�ection coe�cient ex-
ceeds the -10 dB threshold. Di�erently to the previous antenna, where the
thickness (hu) of the �rst substrate has been kept constant, in this case is
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an optimization parameter like the thickness of the second substrate (hd) in
order to increase the gain of the antenna in that topology.

2.3.4 Numerical Results

The optimization of the antenna model and the analysis of its behavior in
each topology has been performed in free-space, while an a-posteriori check
has been performed to test the antenna on body. For on-body simulations
we used an equivalent homogeneous body model [30], [31] having volume
130Ö120Ö44 mm³ and simulating a muscle tissue with relative dielectric
constant 50 and conductivity 3 S/m. For both topologies, the antenna is
centered above the tissue model at a distance of 10 mm that approximates
the presence of clothes on the body. Because of the ground plane, simulation
results show the antenna is insensitive to the body so that the behavior in
terms of re�ection coe�cient and radiation pattern do not change signi�-
cantly with or without the body. Since the design of the monopole topology
does not require particular e�orts we report the obtained results in terms
of re�ection coe�cient and radiation pattern without the description of the
evolution of the design. The microstrip-like topology instead requires more
design steps and electromagnetic shrewdness therefore we report intermedi-
ate results in order to give an in depth description of the evolution of the
design.

2.3.4.1 Re�ection Coe�cient

The re�ection coe�cient of the monopole antenna is shown in Fig. 2.3.4,
practically, it is insensitive to the �oating ground plane.

Figure 2.3.5 shows microstrip-like topology re�ection coe�cient when the
FSS is not applied on the antenna structure. As it is possible to see, the
antenna in this topology presents a good impedance matching from 2.94
GHz to 3.36 GHz in the �rst sub-band, from 4.17 GHz to 4.71 GHz in the
second sub-band, and from 5.04 GHz to 14.98 GHz in the third sub-band.

This re�ection coe�cient trend was obtained by the optimization of the
shape of the feeding microstrip line. In Fig. 2.3.6, and in Fig. 2.3.7, are
depicted the e�ect introduced by the variation of w2 and ll parameters, re-
spectively, on the global matching of the antenna in monopole topology and
microstrip topology.

To obtain an FCC compliant UWB response it is necessary to improve
the impedance matching of the antenna in the lower part of the re�ection
coe�cient trend (from 2.94 GHz to 5.04 GHz). The idea is to use FSS as
an absorber surface, between the disk and the �oating full ground plane, in
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Figure 2.3.4: Re�ection coe�cient of the monopole-like antenna comparison
between the version of the antenna with �oating full ground plane, and the
version of the antenna without �oating ground plane. In both cases FSS are
not present in the antenna structure.

Figure 2.3.5: Re�ection coe�cient of the antenna in microstrip topology in
absence of FSS.
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Figure 2.3.6: Re�ection coe�cient trends at varying of w2 parameter: a)
Monopole-like topology; b) Microstrip-like topology.
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Figure 2.3.7: Re�ection coe�cient trends at varying of ll parameter: a)
Monopole-like topology; b) Microstrip-like topology.
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order to introduce a good impedance matching in a speci�c sub-band. Fig.
2.3.8 shows the fundamental rectangular FSS cell with its simulated re�ection
coe�cient (magnitude and phase). The FSS applies its in�uence in a band of
frequencies where the extremes are in corrispondence of the phase values±90°
[33]. Usually for antenna gain improving it is necessary to obtain a magnitude
value of the re�ection coe�cient of the single FSS nearest as possible to 0 dB.
In our case the FSS must behave like an absorber surface and it is necessary
to obtain a re�ection coe�cient magnitude lower as possible in the sub-band.
Main parameters are shown in Fig. 2.3.3, and are FSS dimensions and all
the gaps that �x the correct distance between all the Arti�cial Magnetic
Conductor surfaces. The optimized values are reported in Table 2.4. With
that values we obtained that the FSS acts its in�uence in a sub-band from
3.59 GHz to 4.41 GHz. As shown in Fig. 2.3.9, this type of metamaterial
was able to matching the re�ection coe�cient where previously an impedance
mismatching occurred (from 2.94 GHz to 5.04 GHz), and the FCC compliant
goal was satis�ed: in fact a band from 3.01 GHz to 15.39 GHz was obtained
for the antenna in microstrip con�guration, while for monopole topology a
band from 1.98 GHz to 15.75 GHz was obtained.

2.3.4.2 Radiation Pattern

The 3D gain patterns of the optimized monopole and microstrip-like topolo-
gies together with the corresponding current density over the main radiator
are shown in Fig. 2.3.10 and Fig. 2.3.11, respectively.

The gain patterns on (z-x) plane (i.e.ϕ = 0°) of the optimized antennas
are shown in Fig. 2.3.12 for the microstrip (left) monopole (right) topologies,
at three di�erent frequencies (4.4 GHz, 7 GHz, 10.3 GHz). The monopole
patterns are almost omnidirectional at lower frequencies while the microstrip-
like patterns show higher gain values at slant directions. Fig. 2.3.13 shows
the gain patterns on a plane parallel to (z-y) (i.e. θ = 110°) for microstrip
(left) and monopole�like (right) topologies, respectively. Fig. 2.3.14 shows
the variation of the maximum gain vs. frequency, it oscillates between 0.75
dB and 8.08 dB in case of microstrip (up) and between 3.15 dB and 7.97 dB
for the monopole (down) topologies. For microstrip-like topology the main
component contributing to the total gain is the ϕ component a part from a
single narrow sub-band near 5.5 GHz. This means that single polarization
across the most part of UWB band is obtained. In monopole-like topology,
the main component contributing to the total gain is the ϕ component a
part from four narrow sub-bands where the θ component is dominant near
to 3.3 GHz, 5.2 GHz, 6.8 GHz and 10 GHz. The e�ect of the thickness of
the substrates has been analysed and shown in Fig. 2.3.15 � Fig. 2.3.18.
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Figure 2.3.8: FSS elementary cell and its re�ection coe�cient trend (magni-
tude and phase).
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Figure 2.3.9: Microstrip-like and Monopole-like topologies re�ection coe�-
cients trends comparison between absence and presence of FSS.

Di�erently to the previous antenna, in this case it is possible to observe that
the thickness of the �rst substrate (hu) and the second substrate (hd) have an
important e�ect on the gain both for microstrip topology and for monopole
topology. The thicknesses of hu = hd = 2.4 mm have been chosen because
they give a good trade-o� between low and high frequency.

2.3.4.3 System Fidelity Factor Analysis

In order to estimate the goodness of the designed antenna we simulate the
System Fidelity Factor (SFF) in agreement with the procedure descripted in
the sub-section 2.2.3.3. The same sine-modulated Gaussian pulse descripted
by equation (2.2.3) is transmitted from the stationary antenna with τ = 210
ns, a = 3, fr = 4.5 GHz. The results of this analysis gives the SFF for
di�erent angles of rotation, it is shown in Fig. 2.3.19 for both topologies.
For the microstrip-like topology the SFF value is between 0.16 (at ±110°
rotation angle) and 0.6 (at ±15° rotation angle), while for the monopole
topology the SFF value is between 0.32 (at ±95° rotation angle) and 0.59 (at
±135° rotation angle).

2.3.5 Measurement Results

The realized prototype antenna has been hand-made, all conductive parts
are �xed to the fabric substrates by ironing, while the SMA connector is
soldered. A picture of the realized antenna is shown in Fig. 2.3.20. The
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Figure 2.3.10: 3-D gain patterns (left) and corresponding current distribution
(right) for monopole topology at three di�erent frequencies.
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Figure 2.3.11: 3-D gain patterns (left) and corresponding current distribution
(right) for microstrip-like topology at three di�erent frequencies.

Figure 2.3.12: Zenithal cut of the gain radiation pattern of the microstrip-
like topology a), and monopole-like topology b) at 4.4 GHz, 7 GHz, and 10.3
GHz (ϕ = 90°).
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Figure 2.3.13: Azimuthal cut of the gain radiation pattern of the microstrip-
like topology a) (θ = 110°), and monopole-like topology b) (θ = 150°) at 4.4
GHz, 7 GHz, and 10.3 GHz.

measurements of the re�ection coe�cient have been performed with Anritsu
MS46122B vector network analyzer.

2.3.5.1 Re�ection Coe�cient

Re�ection coe�cient measurements have been performed in a laboratory en-
vironment with the antenna placed over a hollow cardboard box and, for
on-body measurement, over a phantom, far from scattering objects. The
phantom has been realized with a very thin plastic box �lled with a solution
of distilled water and 0.9% sodium chloride. The re�ection coe�cient of the
antenna alone and on-body together with the corresponding simulated result
is shown in Fig. 2.3.21 for microstrip topology and Fig. 2.3.22 for monopole
topology.

The measured re�ection coe�cient of microstrip con�guration has a -10
dB bandwidth from 2.41 GHz to 13.94 GHz apart from a slight impedance
mismatching near 9 GHz where it is -9 dB for a sub-band of about 620 MHz.
The measured bandwidth for monopole-like topology spans from 1.98 GHz
to 14.2 GHz with a slight mismatch for sub-band of about 510 MHz near
6 GHz. For both con�gurations, negligible di�erences are visible between
the alone and on-body measurements. In comparison with simulated results
the measured bandwidths have the upper limit about 1.55 GHz lower than
the simulated one. Also for this antenna that di�erence is mainly dependent
on the manufacturing inaccuracy of the hand-made prototype: since the
reduction of the bandwidth is at higher frequency and have similar values
for both con�gurations it dependents on a part of the antenna common to
both con�gurations. After some checks we have found it is depending on
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Figure 2.3.14: Maximum gain vs. frequency for microstrip (up) and
monopole (down) topologies. Continuous green line total gain; black dash-
dotted and orange contiuous lines ϕ and θ components, respectively.
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Figure 2.3.15: Maximum gain vs. frequency in case of microstrip-like topol-
ogy for di�erent thickness of second substrate.

Figure 2.3.16: Maximum gain vs. frequency in case of microstrip-like topol-
ogy for di�erent thickness of the �rst substrate.
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Figure 2.3.17: Maximum gain vs. frequency in case of monopole topology
for di�erent thickness of second substrate.

Figure 2.3.18: Maximum gain vs. frequency in case of monopole topology
for di�erent thickness of �rst substrate.
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Figure 2.3.19: Simulated System Fidelity Factor results: microstrip-like
topology (green continuous line), monopole topology for θ = 0° (red dashed
line), and monopole topology for θ = 140° (blue continuous line).

Figure 2.3.20: Realized prototype antenna: (a) circular monopole and
squared metamaterial view; (b) half ground plane and �oating full ground
plane view; (c) microstrip con�guration; (d) monopole con�guration.
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Figure 2.3.21: Measured re�ection coe�cient of microstrip topology for the
antenna alone (continuous line), on-body (dashed) and simulated (dash-
dotted).

Figure 2.3.22: Measured re�ection coe�cient of monopole topology for the
antenna alone (continuous line), on-body (dashed) and simulated (dash-
dotted).
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the quality of the soldering of the connector that has main e�ects at higher
frequencies. The behavior of the monopole con�guration does not change
for slant positions of the �apping part (i.e. the monopole is not exactly
orthogonal to the ground plane).

2.4 Conclusions

In this chapter two types of UWB wearable all-textile antenna able to be
recon�gured between a monopole and a microstrip-like antenna have been
proposed and discussed. These devices are based on a circular radiating disk
that works as a monopole when placed orthogonal to a ground plane and as
a microstrip patch when it is lying parallel to two di�erent types of matching
surfaces: a modi�ed ground plane in the �rst antenna, and FSS in the second.
Thanks to these innovative techniques, numerical analysis shows that both
topologies have satisfactory UWB characteristic with bandwidth compliant
with FCC regulation and a fair system �delity factor that allows the antenna
as air interface for wearable sensors and short range communication devices.
To improve the performance from the point of view of measurements, the use
of more accurate tools, like cutting plotter, could be a very good solution for
the realization of the conductive parts of the antenna made on conductive
fabrics. The antenna connectorization phase remains critical, as tin soldering
on conductive fabrics, or the use of conductive glues, often do not provide
optimal performance.
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Chapter 3

A Rescue Tag Based on Harmonic

RADAR Principle

3.1 Introduction

In recent years there has been an exponential increase in the use of wire-
less sensors that have become fundamental in modern industrial, scienti�c
and home automation environments, leading to the birth of the Internet of
Things (IoT). In particular, passive wireless sensors are widely used in many
applications because they do not need a local power supply to operate. This
leads to rapid installation and low maintenance costs. Although most com-
mercially available passive wireless sensors are chip-based and use digital
integrated circuits on the tag, chipless sensors are a current research topic.
Chipless systems avoid the use of microchips on tags and could allow them
to function, further reducing costs [1]. The proposed sensor can be de�ned
as quasi-chipless, as it does not require any power supply or energy harvest-
ing on the tag, but uses a single unbiased diode to generate the harmonic
response. A promising group of chipless sensors is the one operating in the
gigahertz frequency range of the radio frequency (RF) spectrum, which uses
passive backscattering similar to RADAR technology [2]. These sensors have
to cope with strong RADAR disturbances (clutter) that overlap the signal
intended for the tag. RADAR clutter limits system capacity, especially in
highly re�ective and highly dynamic time-variance environments. Making
measurements of the RADAR clutter in order to have a reference is a solu-
tion to this problem [3], but it makes the system not very scalable, since if
there were to be a change in the environment it would be necessary to repeat
the measurement of the clutter. To solve the RADAR clutter problem, an
approach similar to frequency division duplexing has been presented in [4],
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in which RF backscattering is used at a harmonic frequency of the funda-
mental transmission frequency. In this way, the RADAR clutter that occurs
at the fundamental frequency is completely isolated from the backscattered
harmonic that carries the desired information. The harmonic RADAR prin-
ciple was used for the localization and tracking systems [5]. Theoretical work
on the combination of harmonic RADAR and detection, based on the coding
of the amplitude or phase of the measured value, is presented in [6], and [7].
Unlike [4], it was decided to design a single port sensor to be applied to a
wearable Ultra Wide Band (UWB) antenna. The UWB antenna, in fact,
being able to receive and transmit on a very wide frequency band, allows to
exclude the use of two antennas: one for the transmission of the signal at
a given frequency, and the other for the reception of the second harmonic
(doubled frequency). The sensor, combined with the wearable UWB an-
tenna, has been designed to be used in radio localization systems for the
search and rescue of people buried following natural and man-made disasters
such as earthquakes and landslides, terrorist attacks or industrial accidents.
Unlike what reported in [8], where active sensors at 434 MHz and 868 MHz
were used, in this case a real low-cost, wearable, completely passive and
non-invasive S-band transponder would be used for the user.

3.2 Schottky diodes in high frequency applica-

tions

A Schottky diode operating at high frequency is usually composed of an
n-type gallium arsenide (GaAs) material. Depending on the type of appli-
cations they can be biased with small DC forward currents, or, as in our
case, without bias. Schottky diodes are usually used to apply a frequency
conversion of a given input signal [9]. The three basic frequency conversion
operations are: recti�cation (conversion to DC), detection (demodulation of
an amplitude-modulated signal), and mixing (frequency shifting).

A junction diode can be modeled as a nonlinear resistor, with a small-
signal V�I relationship expressed as

I (V ) = IS
(
eαV − 1

)
(3.2.1)

where α = q
nkT

, and q is the charge of an electron, k is Boltzmann's
constant, T is temperature, n is the ideality factor, and IS is the saturation
current [10]-[12]. Typical values of these quantities are reported in [9]. Fig.
3.2.2, shows a typical diode V − I characteristic for a Schottky diode.

For high frequency applications the Schottky diodes can be represented
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Figure 3.2.1: Basic frequency conversion operations of recti�cation, detec-
tion, and mixing: (a) diode recti�er, (b) diode detector, (c) mixer.

Figure 3.2.2: V�I characteristics of a Schottky diode.
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by an equivalent circuit extrapolated from the small-signal approximation.
Let the diode voltage be expressed as

V = V0 + v (3.2.2)

where V0 is a DC bias voltage and v is a small AC signal voltage. Then
(3.2.2) can be expanded in a Taylor series about V0 as follows:

I (V ) = I0 + v
dI

dV

∣∣∣∣
V0

+
1

2
v2

d2I

dV 2

∣∣∣∣
V0

+ · · · , (3.2.3)

where I0 = I (V0) is the DC bias current. The �rst derivative can be
evaluated as

dI

dV

∣∣∣∣
V0

= αISe
αV0 = α (I0 + IS) = Gd =

1

Rj

(3.2.4)

which de�nes Rj, the junction resistance of the diode, and Gd which is
the dynamic conductance of the diode. The second derivative is

d2I

dV 2

∣∣∣∣
V0

=
dGd

dV

∣∣∣∣
V0

= α2ISe
αV0 = α2 (I0 + IS) = αGd = G

′

d (3.2.5)

Then (3.2.3) can be rewritten as the sum of the DC bias current, I0, and
an AC current, i:

I (V ) = I0 + i+ vGd +
v2

2
G

′

d + · · · (3.2.6)

The small-signal approximation is based on the DC voltage�current re-
lationship of (3.2.6), and shows that the equivalent circuit of a diode will
involve a nonlinear resistance. In practice, however, the AC characteristics
of a diode also involve reactive e�ects due to the structure and packaging
of the diode. A typical equivalent circuit for an RF diode is shown in Fig.
3.2.3.

The leads or contacts of the diode package are modeled as a series induc-
tance, Ls, and shunt capacitance, Cp. The series resistor, Rs, accounts for
contact and current-spreading resistance. The junction capacitance, Cj, and
the junction resistance, Rj, are bias dependent.

Since our goal was to create a passive harmonic RADAR sensor, the diode
was used in the detection mode. In this case the nonlinearity of the diode is
used to demodulate an amplitude-modulated (AM) RF carrier. In this case,
the diode voltage can be expressed as
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Figure 3.2.3: Equivalent AC circuit model for a Schottky diode.

Table 3.1: Frequencies and Relative Amplitudes of the Square-Law Output
of a Detected AM Signal.

v (t) = v0 [1 +m · cos (ωmt) · cos (ω0t)] (3.2.7)

where

i (t) = v0Gd [1 +m · cos (ωmt)] · cos (ω0t) +
v20
2
G

′

d [1 +m · cos (ωmt)]
2 cos2 (ω0t)

= v0Gd

{
cos (ω0t) +

m

2
· cos [(ω0 + ωm) t] +

m

2
· cos [(ω0 − ωm) t]

}
+

v20
4
G

′

d{1 +
m2

2
+ 2m · cos (ωmt) +

m2

2
· cos (2ωmt) + cos (2ω0t) (3.2.8)

+ m · cos [(2ω0 + ωm) t] +m · cos [(2ω0 − ωm) t] +
m2

2
· cos (2ω0t)

+
m2

4
· cos [2 (ω0 + ωm) t] +

m2

4
· cos [2 (ω0 + ωm) t]}.

The frequency spectrum of this output is shown in Fig. 3.2.4. The output
current terms that are linear in the diode voltage (terms multiplying v0Gd )
have frequencies of ω0 and ω0 ± ωm, while the terms that are proportional
to the square of the diode voltage (terms multiplying v20G

′

d/2 include the
frequencies and relative amplitudes listed in Table 3.1.

The desired demodulated output of frequency ωm is easily separated from
the undesired frequency components with a low-pass �lter. Observe that the
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Figure 3.2.4: Output spectrum of a detected AM signal.

amplitude of this current is mv20G
′

d/2 which is proportional to the square of
the input signal voltage, and hence the input signal power. This square-law
behavior is the usual operating condition for detector diodes, but it can be
obtained only over a restricted range of input power. If the input power is
too large, small-signal conditions will not apply, and the output will become
saturated and approach a linear, and then a constant, i versus P character-
istic. At very low signal levels the input signal will be lost in the noise �oor
of the device. Fig. 3.2.5 shows typical vout versus Pin characteristic, where
the output voltage can be considered as the voltage drop across a resistor in
series with the diode. Square-law operation is particularly important for ap-
plications where power levels are inferred from detector voltage, as in SWR
indicators and signal level indicators. Detectors may be DC biased to an
operating point that provides the best sensitivity.

3.3 Sensor design and numerical results

The sensor design starts from a very simple concept. In fact, after choosing
the zero bias Schottky diode, we limited to optimizing the rest of the circuit
with the aim of matching it to the 50 Ohm (at the port) in correspondance
of the frequency of interest and its second harmonic. Therefore the resulting
matching network was such as to counterbalance the capacitive reactance
of the chosen diode's input impedance. An Avago HSMS-2850 zero bias
Schottky diode was chosen, which is a detector that can be used with low
input power levels (Pin < −20 dBm) down to 1.5 GHz. For applications,
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Figure 3.2.5: Square-law region for a typical diode detector.

with power levels greater than -20 dBm, it works well up to 4 GHz and is
ideal for RFId (Radio Frequency Identi�cation) and RF passive tags (no DC
bias) applications. Fig. 3.3.1 shows the chosen package and the parameters
that describe the non-linear behavior of the diode (SPICE parameters). Fig.
3.3.2 shows the input impedance of the Schottky diode at the test frequencies
(f1 = 2 GHz, and f2 = 2 · f1 = 4 GHz). The output impedance matches the
input impedance (single port).

As can be seen in Fig. 3.3.2, the chosen Schottky diode has an impedance
with strongly capacitive reactance, while the real part is very close to 50
Ohms. The network optimization phase was conducted in Cadence AWR
Microwave O�ce environment [13], in which the SPICE parameters of the
diode shown in Fig. 3.3.1 were entered. In order to determine the exact shape
of the matching network, sections of transmission lines have been added at
the anode and cathode of the detector. Since the sensor has only one port,
the cathode of the diode was connected to the ground through a copper via
hole having an external diameter of 0.9 mm, and an internal diameter of 0.6
mm. The optimization of the transmission lines was carried out by placing
a continuous wave sinusoidal signal with power equal to -40 dBm at 2 GHz
at the input of the network, with the aim of obtaining a backscattered signal
in the second harmonic (4 GHz) with a power level of at least -65 dBm.
The optimization, carried out by means of the Simplex and Random Local
algorithms, made it possible to obtain, for each line section, the optimal
characteristic impedance and electrical length value for matching the diode
to 50 Ohms. In Fig. 3.3.3 (a), the optimal transmission line circuit is shown.
This circuit would have allowed a power level of -62.91 dBm in backscattering
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Figure 3.3.1: Avago HSMS-2850 zero bias Schottky diode detector: (a) pac-
kage and pinout (top view), (b) SPICE parameters.
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Figure 3.3.2: Input impedance of Avago HSMS-2850 at 2 GHz and 4 GHz:
(a) input impedance on Smith Chart, (b) real part (brown), and imaginary
part (green) of the detector's input impedance.

74



Figure 3.3.3: Optimization results: (a) transmission lines version of the har-
monic RADAR sensor, (b) second harmonic backscattered signal spectrum
(4 GHz), (c) re�ection coe�cient.

Table 3.2: Transmission lines impedances and phase lengths.

at 4 GHz compared to -40 dBm at 2 GHz expected on the input port. Table
3.2 shows the impedance and phase length values of the transmission lines
that make up the circuit.

In order to make it feasible, the obtained transmission line circuit must
however be converted into a microstrip circuit. A 0.8 mm thick Rogers
RO4003C [14] dielectric substrate was chosen, on which 0.035 mm thick lay-
ers of copper are applied. The following design parameters have been set in
the simulator: εr = 3.6 and tan δ = 0.0024.

Thanks to TX-Line software [15], the transmission lines were transformed
into microstrips placed on RO4003C substrate. The �nal values of the dimen-
sions of microstrips are reported in Table 3.3. Fig. 3.3.4 shows the resulting
layout, the spectrum of the backscattered signal in second harmonic (4 GHz),
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Figure 3.3.4: Microstrip circuit: (a) layout, (b) spectrum of the backscattered
signal in second harmonic (4 GHz), (c) re�ection coe�cient.

and the re�ection coe�cient of the circuit.
In Fig. 3.3.4 (b) it can be seen how the power level of the backscattered

second harmonic signal has dropped by about 3 dB compared to the ideal
transmission line circuit. This loss is certainly due to the dielectric losses
and to those due to the conductor (copper) that makes up the microstrips.
Comparing Fig. 3.3.3 (c) and Fig. 3.3.4 (c), it can be seen that the strong
impedance matching in the frequencies of interest (2 GHz and 4 GHz) has
remained unchanged.

The microstrips have very di�erent dimensions and therefore very di�er-
ent line impedances, as seen from the values obtained during the optimization

Table 3.3: Geometric dimensions of the microstrips corresponding to the four
transmission line sections.
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Figure 3.3.5: Final microstrip harmonic RADAR sensor: (a) circuit layout,
(b) spectrum of the backscattered signal in second harmonic (4 GHz), (c)
re�ection coe�cients (AWR simulation (brown line), and AXIEM simulation
(red line)).

phase of the circuit with the transmission lines. In order to make the pas-
sage of the currents less drastic, it was decided to introduce linear tapers
between the various microstrip lines. The �nal circuit's layout, with the rel-
ative spectrum and re�ection coe�cient are shown in Fig. 3.3.5. Following
the introduction of linear tapered lines it was necessary to perform an opti-
mization as previously done with the Simplex and Random Local algorithms.

The �nal dimensions of the harmonic RADAR Printed Circuit Board
(PCB) are 66 × 28.2 × 0.8 mm3. In order to have a more accurate repre-
sentation of its behavior, the sensor was simulated in AXIEM environment
[16], which allows to do a planar 3-D electromagnetic analysis of the circuit
thanks to the Method of Moments (MoM). Its use is necessary as it allows
to take into account electromagnetic phenomena that the AWR simulations
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Table 3.4: Harmonic RADAR sensor �nal geometrical dimensions.

Figure 3.3.6: Second harmonic backscattered signal strenght (4 GHz) vs.
loss tangent values of the dielectric substrate that compose the harmonic
RADAR.

does not consider (electromagnetic coupling between nearby lines, etc.). In
fact, in Fig. 3.3.5 (c) it can be seen how the �rst resonance frequency ob-
tained in AXIEM is 1.93 GHz instead of 2 GHz. The power of the second
harmonic backscattered signal (4 GHz) is equal to -64.82 dBm.

As previously mentioned, the choice of a substrate with low losses led
to obtaining a result very close to the ideal one (transmission lines circuit).
The dielectric losses, in fact, have a decisive impact on the performance
of the harmonic RADAR. In Fig. 3.3.6 it is shown how the power of the
backscattered signal varies in second harmonic with the variation of thetan δ
value of the material composing the substrate, when an incident signal at
2 GHz with a power equal to -40 dBm is applied to the sensor input port.
Lower is the loss tangent value and better is the performance in terms of
backscattered power signal in the second harmonic (4 GHz).
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Figure 3.4.1: Realized harmonic RADAR sensor on Rogers RO4003C dielec-
tric substrate.

3.4 Measurement results

3.4.1 RADAR sensor: re�ection coe�cient

The prototype of the harmonic RADAR circuit was made on Rogers RO4003C
substrate thanks to a CNC milling machine. The measurement of the re�ec-
tion coe�cient was carried out with the Anritsu MS46122B vector network
analyzer. The results of the measurement are reported in Fig. 3.4.2.

From Fig. 3.4.2 it is possible to see how the �rst resonance is at 1.8 GHz,
while the second harmonic is at 3.6 GHz. The e�ect of the welds on the
diode and the connector led to a strong attenuation in terms of re�ection
coe�cient.

3.4.2 UWB wearable microstrip antenna

The sensor was connected to the Ultra Wide Band antenna described in
Chapter 2 section 3, in its microstrip version. Since the wearable antenna
had 2.41 GHz - 13.94 GHz band for that con�guration, it was necessary to
change its size in order to make it work at the �rst resonance measured for the
sensor (6 1.8 GHz). In this case, the antenna substrate consists of felt (lower
substrate) and denim (upper substrate). The two materials were measured
with the ring sensor described in Chapter 4 from which they were derived
εrfelt = 1.19, tan δfelt = 0.0183, εrdenim

= 1.39, and tan δdenim = 0.015. The
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Figure 3.4.2: Harmonic RADAR re�ection coe�cients: AWR simulated re-
sults (brown), AXIEM simulated results (red), and measured results (green).

W L w1 w2 r hu hd

115.42 195 10.04 7.14 33.93 2.4 3.4

ll lt GAPx GAPy g WAMC LAMC Lhgp

64.14 70.17 11.38 6.93 5.41 43.62 48.85 72.11

Table 3.5: Optimized geometrical values of UWB antenna parts.

�nal dimensions of the various parts of the new version of the antenna are
shown in Table 3.5 (see Fig. 2.3.2 and Fig. 2.3.3).

Fig. 3.4.3 shows the simulated and measured re�ection coe�cients of the
new antenna, while Fig. 3.4.4 shows the realized prototype.

The simulated re�ection ceo�cient shows an UWB impedance matching
on a 7.45 GHz band, ranging from 1.74 GHz to 9.19 GHz. In simulated
s11 [dB] parameter trend, there is a slight mismatch close to the 2.61 GHz
- 2.84 GHz band, where the maximum re�ection coe�cient value is equal
to -8.58 dB. In the measurement phase, on the other hand, an impedance
match was found on many sub-bands. The impedance mismatch found in
several points of the measured re�ection coe�cient trend may be due to
inaccuracies committed during the antenna construction phase. In particular,
these e�ects could be attributed to the imperfect alignement of the frequency
selective surfaces (FSS) with the monopole disk present on the upper face of
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Figure 3.4.3: Wearable scaled UWB antenna re�ection coe�cients: simulated
results (blue), and measured results (red).

the device. Despite this, the antenna has a good impedance matching in the
bands in which the frequencies of interest are present (1.8 GHz - 3.6 GHz),
and therefore it was possible to use it in the next measurement phase.

As for the original antenna described in Chapter 2 section 3, also in
this case the component that contributes entirely to the total gain is the ϕ
component and therefore presents a linear polarization along that direction.
Fig. 3.4.5 shows the radiation patterns for the simulated gain of the antenna
at 1.8 GHz and 3.6 GHz, i.e. at the frequencies corresponding to the peaks
of the re�ection coe�cient of the sensor. Maximum gain at 1.8 GHz is 6.79
dB, while at 3.6 GHz the maximum gain is 8.63 dB.

3.4.3 Harmonic RADAR measurement setup

To test the functionality of the harmonic RADAR sensor combined with the
UWB antenna, it was decided to implement the scenario represented in Fig.
3.4.6 in the laboratory. The scenario is made up of a system capable of
transmitting a continuous wave signal at a certain frequency, and capable of
receiving the backscattered harmonic signal at double frequency compared
to the transmitted signal.

In order to have an idea of the power levels of the backscattered signal
obtainable in receiving and therefore to de�ne the range of the system, Friis
formulas were used:
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Figure 3.4.4: Realized prototype antenna: (a) circular monopole view; (b)
half ground plane view; c) squared metamaterial view; d) �oating full ground
plane view.
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Figure 3.4.5: Gain radiation pattern of the UWB antenna: a) zenithal cut
at 1.8 GHz, and 3.6 GHz (ϕ = 90°); b) azimuthal cut at 1.8 GHz, and 3.6
GHz (θ = 25°).

Figure 3.4.6: Harmonic RADAR scenario.
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WRx = WTxGT (θT , ϕT )GR (θR, ϕR)LFSLPA (3.4.1)

where WTx and WRx are, respectively, the transmit and receive power
in Watts, GT (θT , ϕT ) and GR (θR, ϕR) are, respectively, the gains of the
antenna in transmission and reception, oriented in space according to the

given directions, LFS =
(

λ0

4πr

)2
is the free space attenuation due to the length

of the link (r in fact is the distance between the transmitting and receiving
antennas, λ0 is the wavelength in the vacuum in which the system operates)
and LPA is the path attenuation, which makes it possible to take into account
any obstacles or phenomena occurring in the channel.

Friis's formula can be written in decibels

WRx (dB) = 10 log10 (EIRP ) + 10 log10 (GR (θR, ϕR)) (3.4.2)

+ 10 log10 (LFS) + 10 log10 (LPA)

where EIRP = WTxGT (θT , ϕT ) is the e�ective radiated isotropic power.
Thanks to these relationships it is possible to carry out a preliminary

analysis, in free space (without obstacles), to determine the range of ac-
tion of the measuring system. The formulas must be used for the outward
journey (Tx antenna → UWB antenna + harmonic RADAR) and for the
return journey (UWB antenna + harmonic RADAR → Rx antenna). By
setting, for example, WTx = −10 dBm, GT (θT , ϕT ) = 6 dB, r = 1.5 m,
GUWB (θUWB, ϕUWB, 1.8GHz) = 6.79 dB, LPA = 0 dB (free space), at the
input of the harmonic RADAR sensor WUWBin

= −38.29 dBm would be ob-
tained, a close result with the -40 dBm assumed in the sensor design phase.
On the return journey, the second harmonic component at 3.6 GHz must be
taken into account. From the results reported in Fig. 3.3.5 b), it was placed
in (3.4.2), WUWBout = −63.11 dBm, GUWB (θUWB, ϕUWB, 3.6GHz) = 8.63
dB, r = 1.5 m, GR (θR, ϕR) = 2 dB, LPA = 0 dB, obtaining in reception
WRx = −99.57 dBm.

In order to test the wearable harmonic RADAR sensor, the scenario shown
in Fig. 3.4.6 was replicated in the laboratory. In Fig. 3.4.7 the measurement
scenario is shown where a Vivaldi antenna with a gain of 6 dB at 1.8 GHz
and a UWB monopole antenna with a gain of 2 dB at 3.6 GHz were used.
The two antennas are placed at a distance of 1.5 m from the wearable UWB
antenna with the harmonic RADAR sensor. The signals sent and received
were generated through two USRP 2920 of National Instruments [17], thanks
to which it was possible to verify and measure the response of the diode placed
on the sensor following an interrogation with a continuous wave signal at 1.8
GHz with a power of -10 dBm.
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Figure 3.4.7: Realized scenario. The transmitting and receiving antennas are
placed at a distance r = 1.5 m from the harmonic RADAR sensor.
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Figure 3.4.8: Harmonic RADAR sensor response at 3600.2 MHz.

Through a software for the management of the two USRP (Universal
Software Radio Peripheral) it was possible to measure the continuous wave
signal in second harmonic at 3.6 GHz, obtaining a power value, for the signal,
equal to about -115 dBm. Fig. 3.4.8 shows the spectrum of the signal
received by the USRP associated with the receiver. In order to detect the
signal coming from the sensor, a traslated signal of 100 kHz compared to the
nominal 1.8 GHz was sent in transmission. In fact, in the second harmonic
it was possible to detect the backscattered signal from the antenna at 3600.2
MHz, which is exactly the second harmonic of the interrogating signal.

In Fig. 3.4.8, however, the presence of a spectral component centered
around 3600.1 MHz can be seen. That component is probably related to some
spurious re�ection related to the measurement scenario being backscattered
on the wearable UWB antenna receiver.

In order to verify the e�ective bene�t introduced by the use of the match-
ing network designed for the chosen zero bias Schottky diode, a measurement
was made by a�xing the HSMS-2850 diode to the UWB antenna. In Fig.
3.4.9 it can be seen how the RADAR tag (wearable UWB antenna + diode
only), once placed in the same conditions described above, was not able to
provide a detectable backscatter response at that distance (it is detected for
distances of approximately 0.4 m).

3.5 Possible Upgrade Studies

After being able to create a harmonic RADAR with the characteristics just
described, we wanted to investigate the potential of the proposed sensor, in
order to be able to use it not only with the simple purpose of being detected,
but also with the ability to communicate possible variation introduced by
other physical quantities present in the environment in which it would be
used. Just think of the more classic forms of commercial sensors, which

86



Figure 3.4.9: Measurement without matching network: a) UWB antenna
directly connected to the HSMS-2850 zero bias Schottky diode; b) diode
soldered directly on coaxial cable; c) detected response (only the clutter
component is detected).
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Figure 3.5.1: Possible application points for the ideal capacitor.

may be able to measure physical quantities such as temperature, humidity,
brightness, proximity to other objects, and others. At this point, a series of
analyzes were carried out on the �nal structure of the sensor represented in
Fig. 3.4.1.

3.5.1 Application of Series Capacitors

The �rst approaches aimed at verifying the presence of sensitive points to
the possible occurrence of physical variations. The approach involved the
insertion of an ideal capacitor between the various junctions existing between
the three microstrip line sections that precede the Schottky diode's anode.

This approach can be motivated by standing that variations in the ca-
pacitance value of the capacitor, placed in one of the positions indicated in
Fig. 3.5.1, should have corresponded variations in the impedance seen at
the input from the diode. This impedance variation could have resulted in
a controlled shift of the intrinsic resonance frequencies of the sensor, from
which to obtain information on a possible change in a physical state occurring
near the device. After a few attempts, it was found that the most sensitive
microstrip line section is the one closest to the anode of the diode (violet
microstrip line in Fig. 3.5.2); the others, on the other hand, do not introduce
signi�cant variations (almost zero variations).

As can be seen from Fig. 3.5.2, applying the ideal capacitor in the po-
sition highlighted in green, small variations and small capacitance values (a
few picoFarads) correspond to signi�cant shifts for the �rst peak of the re-
�ection coe�cient (corresponding to the 2 GHz) and least signi�cant shifts
on the second peak (at 4 GHz). By positioning the capacitor in the position
highlighted in blue (in direct contact with the anode of the diode), an ef-
fect practically mirrored was obtained compared to that obtained previously
(capacitor in the green highlighted area). In both cases, as the capacitance
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Figure 3.5.2: Sensitive microstrip section and sensitive points of the harmonic
RADAR sensor. E�ects introduced on s11 parameter by the use of capacitors
in the points highlighted in green and blue.
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Table 3.6: Optimal values of capacitances C1 and C2 with which a homoge-
neous frequency shift with a multiplication factor equal to 2 is obtained.

value decreases, the resonance peaks shift to the right; for high capacitance
values (in both cases) the response plotted in Fig. 3.3.5 (c) is obtained.

Given the results obtained from this analysis, it was decided to apply
two capacitors simultaneously in the two sensitive positions (green and blue)
in order to have a shift e�ect such that the second resonance peak of s11
parameter was always corresponding to double the frequency of �rst reso-
nance. After some analyzes conducted in AWR simulation environment, it
was possible to identify pairs of values for the capacitors C1 and C2 for which
it would be possible to obtain a simultaneous shift of both peaks of re�ection
coe�cient while maintaining the multiplication factor equal to 2. Table 3.6
shows the capacitance values of the capacitors for which it would be possible
to obtain the desired shift.

In Fig. 3.5.3 the curves relating to the two capacitances are represented,
the values of which are reported in Table 3.6. Given the similarity of the two
trends found for C1 and C2, making the ratio between the capacitance values
found for the two capacitors, it was possible to extract the proportionality
ratio trend. Given that this trend was almost constant, we have considered
its average value: (

C2

C1

)
average

= 0.0247 (3.5.1)
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Figure 3.5.3: Trends of the capacitances C1 and C2 as the �rst resonance
frequency (�rst harmonic) varies. On the right is the proportionality law
between C1 and C2.

This solution would allow, from the theoretical point of view, to have
shifts in the re�ection coe�cient of the harmonic RADAR while maintaining
a double proportionality ratio between the resonance frequencies (the second
is always double the �rst). However, if we reasoned from a practical and
constructive point of view, the capacitor C2 would be in a critical position,
as it would be welded directly in contact with the anode of the diode. As seen
in Fig. 3.4.2 (measured re�ection coe�cient), the e�ect introduced by the
parasites following the application of a welding, would risk compromising the
functioning of the device itself. Even the fact of being able to �nd capacitors
capable of satisfying the condition of proportionality expressed in (3.5.1) is
not obvious to obtain.

For these reasons, the structure of the sensor was further investigated, in
order to obtain the same e�ect described above, but trying to use two iden-

tical capacitors, i.e. with a proportionality ratio
(

C2

C1

)
average

= 1. Through

numerous tests and optimization processes it was possible to �nd the optimal
condition depicted in Fig. 3.5.4.

During the optimization phase it was also realized that the microstrip
line that connects the cathode of the Schottky diode to the via hole towards
ground, causes variations on the trend of the re�ection coe�cient of the
harmonic RADAR. The greatest e�ects are produced on the peak centered
around 4 GHz, without a�ecting too much the behavior of the s11 coe�cient
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Figure 3.5.4: Harmonic RADAR with capacitors C1 and C2 equal to each
other.

at 2 GHz. Table 3.7 shows the value of C1 = C2 = C for which it is possible
to obtain a shift in frequency to the re�ection coe�cient while maintaining
the proportionality ratio equal to 2.

The positions in which the capacitors must be applied are of fundamental
importance to achieve the goal. The microstrip lenghts LgC1

= 15 mm and
LgC2

= 2.5 mm were obtained through the use of the Simplex and Random
Local optimizers.

In the next step of the analysis it was thought to insert in the circuit ca-
pacitors capable of varying their capacitance value with temperature changes.
For this purpose a research was conducted to �nd commercial capacitors that
had this property. The best result was provided by ceramic capacitors in
Y5V [18], which, as can be seen from the example graphed in Fig. 3.5.6,
show variations in capacitance for certain temperature ranges.

As can be seen in Fig. 3.5.7, however, in the frequency range of interest
(GHz) this type of capacitor always has the same capacitance value regardless
of the nominal value. This type of capacitors in fact turns out to be e�cient
for frequencies of the order of MHz or less.

3.5.2 Application of Grounded Shunt Stubs

Based on what was obtained with the introduction of series capacitors in the
harmonic RADAR circuit, we tried to �nd an alternative way to produce
the e�ect of frequency shift of the re�ection coe�cient while maintaining the
proportionality ratio equal to 2. Given the impossibility of using capacitors,
it was decided to introduce passive elements into the circuit that would be
able to replicate the behavior previously studied. After several attempts and

92



Table 3.7: Optimal values of the capacitance C = C1 = C2 with which it is
possible to obtain a homogeneous frequency shift with a multiplication factor
equal to 2.

Figure 3.5.5: Trends of the capacitance C1 = C2 = C as the �rst resonance
frequency (�rst harmonic) varies.
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Figure 3.5.6: Example of how the capacitance of a capacitor with a Y5V
dielectric, having a nominal value of 1 µF (08053G105ZAT2A), behaves when
the temperature varies.

Figure 3.5.7: Behavior of some capacitors with Y5V dielectric as the fre-
quency varies.
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optimization processes, the choice fell on the use of stubs having certain geo-
metric dimensions connected to ground through via holes, placed in parallel
with respect to the microstrip lines that composes the harmonic RADAR.
The optimized circuit is shown in Fig. 3.5.8.

In this case the stubs must be inserted in di�erent points than in the pre-
vious case. The quantities LgC1

= 2 mm, LgC2
= 2.5 mm, Wstub = 1 mm, and

Lstub1 = Lstub2 = 11.4 mm, were obtained by means of Simplex and Random
Local optimization processes. Unlike the previous case (with capacitors),
where the impedance matching in the bands of interest was always preserved
as the capacitance varied, in this case the re�ection coe�cient was consis-
tent with what was desired only for certain lengths of the stubs. Another
substantial di�erence was that the stub placed upstream of the diode anode
(stub1) was the major responsible for the frequency shift of both resonance
peaks. However, the displacement of the second peak occurred enormously
if the second stub with a certain length was not a�xed. On the other hand,
the stub placed downstream of the cathode of the Schottky diode (stub2) did
not allow, through variations in its length, to shift the second peak as in the
case of capacitors. Its purpose was to allow a controlled shift of the second
peak once changes were made to the length values of the �rst stub. From
the results obtained from the various simulation processes, it was clear that
to obtain frequency shifts with a proportionality factor of 2, it was necessary
to leave stub2 with the optimized �xed length Lstub2 = 11.4 mm, while the
length of stub1 could be varied within certain values. The stub1 was there-
fore found to be sensitive element of the sensor, and could be able to detect
the occurrence of possible variations of physical phenomena in its vicinity.
Table 3.8 shows the values of Lstub1 within which it was possible to obtain a
frequency shift with proportionality equal to 2 without losing the impedance
matching (-10 dB was taken as a reference).

As can be read from the columns of Table 3.8 which show the values of the
re�ection coe�cient at f1 (fundamental frequency), 2 · f1 (second harmonic)
and f2 (frequency where the minimum value of the second resonance peak
occurs), it has been made su�cient that the value of s11 (2 · f1) [dB] falls in
the band centered around f2 to be able to consider satis�ed the principle of
frequency shift with double proportionality.

Future studies on this con�guration will be carried out in order to be able
to exploit it for the detection of variations of physical phenomena present in
certain environments and contexts.
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Figure 3.5.8: Capacitors replacing with a pair of grounded shunt stubs
(Lstub1 = Lstub2 = 11.4 mm): (a) optimized �nal circuit, (b) re�ection coe�-
cient.
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Table 3.8: Optimal values of length Lstub1 with which it is possible to obtain
a homogeneous frequency shift with a multiplication factor equal to 2.

Figure 3.5.9: De�nitions of �f1�, �2 · f1�, and �f2�.
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3.6 Conclusions

In this chapter, a sensor operating in the microwave frequency band has
been described, which exploits the principle of harmonic RADAR thanks
to the detector properties of the zero bias Schottky diode chosen for the
application. From the theory of transmission lines, the design phase of the
device involved the study and application of a completely passive network
which had the purpose of balancing the capacitive reactance of the diode,
in order to obtain an impedance match with 50 Ohms. The sensor was
made and applied to an enlarged version of the wearable UWB antenna with
metamaterials described in Chapter 2 section 3, in order to be used in a
detection scenario based on the harmonic RADAR. From the measurements
carried out in the laboratory, it was clear the sensor's ability to provide a
second harmonic response to the transceiver system that interrogates it, even
for low power values of the continuous wave interrogating signal (-10 dBm).
The goodness of the results obtained from the measures, comparable with
those that were the data estimated in the design phase, suggests that the
system may be suitable for use in emergency situations where it is necessary
to try to identify and save people in post-disaster scenarios.
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Chapter 4

Microwave Characterization of

Unconventional Materials

4.1 Introduction

The accurate estimation and knowledge of the electromagnetic characteris-
tics of dielectrical materials is very important in many �elds of application
and expecially in microwave circuits, antennas, and sensors design. In fact,
relative dielectric constant and loss tangent accurate estimation of the di-
electric substrate has a huge impact on design strategies, not only because
the �nal dimensions of the circuit (or antenna) depend on them, but also the
�nal performances depend (gain, impedance matching, noise �gure, etc.).

This type of analysis covers many branches of industry and research:

� electronic industries (Integrated Circuits (IC) substrates, innovative
materials like graphene, metamaterials, etc.);

� aerospace and defence (absorbtion coe�cients determination of the
panels that cover the aircraft equipped with stealth technology, radome
characterization for RADAR and Telescope antennas coating, etc.);

� materials industry (ceramics, plastics and polymers, liquid crystals,
etc.);

� pharmaceutical, biomedical and health safety industry (material char-
acterization for Speci�c Absorption Rate (SAR) analysis, human tissues
characterization, bio-sensors, drugs composition analysis, etc.);

� agri-food industry (food conservation / preservation state analysis, oils
composition analysis, etc.).
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Figure 4.1.1: Relative dielectric constant and loss tangent de�nitions.

A good estimation of the dielectric parameters of materials, in the band
of frequencies of interest, is certainly useful in the simulation phase. An
accurate model allows to obtain a more realistic estimate of the subsequent
measurement and test steps.

Usually, for the most common materials in microwave design the respec-
tive manufacterers provide dielectric characteristics (for some frequencies) in
their own technical documentation. However, for design and research needs,
it may be necessary to characterize materials (also in common use) whose
electromagnetic characteristics are not known.

The parameters that describe a dielectric material from the electromag-
netic point of view are the relative dielectric constant and the loss tangent.
The relative dielectric constant is de�ned as a complex quantity de�ned as:

εr = ε
′

r − jε
′′

r (4.1.1)

where ε
′
r takes into account the energy stored in the material, and ε

′′
r

takes into account losses due largely to thermal agitation due to dissipation
within the material (it is proportional to the non-ideality of the material).

The ratio between the energy lost per cycle and the energy stored per
cycle in the material is the loss tangent:

tan δ =
ε
′′
r

ε′
r

= Df =
1

Qd

(4.1.2)

where Df is the dissipation factor, and Qd is the quality factor due to the
dielectric material.

A qualitatively description of the typical behavior of permittivity (ε
′
r and

ε
′′
r ) as a function of frequency is depicted in Fig. 4.1.2.
The permittivity of a material is related to a variety of physical phe-

nomena, like ionic conduction, dipolar relaxation, atomic polarizzation, and
electronic polarization. In the low frequency range, ε

′′
r is dominated by the

in�uence on ion conductivity. The variation of permittivity in the microwave
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Figure 4.1.2: Frequency dependence of permittivity for a hypotetical dielec-
tric [1].

range is mainly caused by dipolar relaxation, and the absorption peaks in
the infrared region and above is mainly due to atomic and electronic polar-
izations. An accurate description of these phenomena is reported in [2].

There are several methods to extrapolate these characteristics and the
use of one rather than the other can depend on the frequencies in which one
needs to carry out the analysis (low or high frequencies), and on the type of
material (solids, liquid solutions, etc.).

Table 4.1 shows a summary scheme of the �families� of techniques existing
in the literature.

This work focuses in particular on the �family� of transmission lines, and
speci�cally in planar microstrip transmission lines �family�.

4.2 Microstrip Line

Microstrip line, shown in Fig. 4.2.1, is the most widely used planar trans-
mission structure.

A microstrip line consists of a strip conductor and a ground plane sepa-
rated by a dielectric substrate. As the dielectric constant of the substrate is
usually high, the �eld is concentrated near the substrate. The wave propagat-
ing on this type of structure is not a pure TEM wave but a quasi-TEM mode.
Accurate determination of the wave propagation on a microstrip line requires
intense numerical simulations. But in engineering design, it is possible take
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Table 4.1: Summary scheme of the dielectric parameters extraction tech-
niques existing in literature.

Figure 4.2.1: Microstrip line.
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Figure 4.2.2: E�ective dielectric constant concept: (a) microstrip fully �lled
with air, (b) microstrip fully �lled with dielectric with permittivity εr, (c)
microstrip partially �lled with dielectric with permittivity εr, and (d) mi-
crostrip fully �lled with dielectric with permittivity εeff .

the wave in a microstrip line as TEM wave, and use the quasi-static method
to calculate the distributed capacitance, and then calculate its propagation
constant, wavelength, and characteristic impedance.

In the analysis of microstrip lines using quasi-static method, it is possible
to introduce the concept of the e�ective dielectric constant, as shown in Fig.
4.2.2.

If the �lling medium is air (εr ∼= 1), the microstrip line can support
the TEM wave, and its phase velocity equals the speed of light c. If the
transmission system is fully �lled with a dielectric material with εr > 1, the
microstrip can support TEM wave, and its phase velocity:

vp =
c

√
εr

(4.2.1)

If a microstrip line is partially �lled with a dielectric material with di-
electric constant εr, as shown in Fig. 4.2.2 (c), it is possible to introduce
the concept of e�ective permittivity εeff to calculate the transmission line
wavelength λg, phase velocity vp, and characteristic impedance Zc:

λg =
λ0√
εeff

(4.2.2)

vp =
c

√
εeff

(4.2.3)
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Zc =
Z0

c√
εeff

=
1

vpCl

(4.2.4)

where c is the speed of light, Cl is the distributed capacitance of the
microstrip, and Z0

c is the characteristic impedance of the microstrip when
the �lling medium is air.

In the most cases, the thickness of the strip is negligible (t/h ≤ 0.005).
The characteristic impedance and e�ective permittivity can be calculated us-
ing appropriate equations. The dielectric constant and characteristic impedance
are given by [3]:

εeff =

 εr+1
2

+ εr−1
2

[(
1 + 12w

h

)− 1
2 + 0.041

(
1− w

h

)2]
, for w

h
≤ 1

εr+1
2

+ εr−1
2

(
1 + 12w

h

)− 1
2 , for w

h
> 1

(4.2.5)

Zc =


60√
εeff

ln
(
8h
w
+ w

4h

)
for w

h
≤ 1

120π√
εeff

1

1.393+w
h
+ln(w

h
+1.4444)

for w
h
> 1

(4.2.6)

Actually, the thickness of strip conductor a�ects the transmission line
properties of the microstrip line. It is possible to assume t < h and t < w/2.
If the thickness of the strip t is not negligible, the e�ective dielectric constant
should be modi�ed [3]:

εeff (t) = εeff − δεeff (4.2.7)

with

δεeff = (εr − 1)
t

4.6h
√

w
h

(4.2.8)

We should also introduce a concept of e�ective relative strip width weff :

weff =

{
w + 1.25t

π

[
1 + ln

(
4πw
t

)]
, for w

h
≤ 1

2π

w + 1.25t
π

[
1 + ln

(
2h
t

)]
, for w

h
> 1

2π

(4.2.9)

The attenuation factor of microstrip consists of dielectric loss factor α =
αc + αd [3]. The dielectric loss factor is given by

αd

[
dB

unit length

]
= 27.3

εr
εr − 1

εeff − 1
√
εeff

tan δ

λ0

(4.2.10)

and the conductor loss factor can be calculated by [4]
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αc

[
dB

unit length

]
=


10

πh ln(10)
Rs

Zc

32−(w/h)2

32+(w/h)2

[
1 + h

w

(
1 + ∂w

∂t

)]
for w

h
≤ 1

20
π ln(10)

εeffZcRs

η20

{
w
h
+ 6h

w

[(
1− h

w

)5
+ 0.08

]} [
1 + h

w

(
1 + ∂w

∂t

)]
for w

h
> 1

(4.2.11)

where Rs =
√

2πfrµ0

2σCu
is the surface resistivity of the microstrip, η0 =√

µ0

ε0
∼= 120π ∼= 377Ω is the characteristic impedance in free space, and

∂w

∂t
=

1

π
ln

(
2x

t

)
(4.2.12)

with

x =

{
h for w

h
≤ 1

2π

2πw for w
h
> 1

2π

(4.2.13)

4.3 Microstrip Ring Resonator

The microstrip ring resonator was �rst proposed by Troughton [5] for the
measurements of phase velocity and dispersion of microstrip lines. Com-
pared to the microstrip linear resonator, the microstrip ring resonator does
not su�er from open-ended e�ects and can be used to give more accurate mea-
surements. Since its introduction the microstrip ring resonator has found
applications in determining optimum substrate thickness [6], discontinuity
parameters [7], e�ective dielectric constant and dispersion [8]-[12], and loss
and Q-measurements [13]-[15].

The ring circuit is an ideal tool for dispersion, dielectric constant and
Q-factor measurements [16]. The typical con�guration of the microstrip ring
resonator is depicted in Fig. 4.3.1.

The ring resonator is a transmission line formed in a close loop. The basic
circuit consists of the feed lines, coupling gaps, and the resonator. The feed
lines are separated from the resonator by a distance called the coupling gap.
The size of the gap should be large enough such that the �elds in the resonator
are not appreciably perturbed, yet small enough to allow adequate coupling
power. This type of coupling is described in literature as �loose coupling�
that is a manifestation of the negligibly small capacitance of the coupling
gap. If the feed lines are moved closer to the resonator the coupling becomes
tight and the gap capacitance become appreciable. This causes the resonant
frequencies of the circuit to deviate from the intrinsic resonant frequencies
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Figure 4.3.1: Typical microstrip ring resonator.

of the ring [17]. The coupling gap equivalent circuit is well de�ned in [18],
where the ring resonator equivalent circuit is described too.

It is usually assumed that the structure would only support waves that
have an integral multiple of the guided wavelength equal to the mean cir-
cumference. This is expressed as

nλg = 2πr for n = 1, 2, 3, . . . (4.3.1)

where n is the mode number or number of wavelengths on the ring, λg is
the guided wavelength, and r is the mean radius.

There exists in a non-dispersive medium a linear relationship between the
frequency and the phase constant or wavenumber, β, where [18]

β =
2π

λg

(4.3.2)

If the frequency doubles, then likewise the wavenumber doubles. In a dis-
persive medium this is not true. The microstrip line is a dispersive medium.
The dispersion in a microstrip line can be explained by examining the e�ec-
tive permittivity εeff . In the case of narrow lines or a very low frequency the
�eld is almost equally shared by the air (εr ∼= 1) and the substrate so that,
at this extreme,

εeff =
1

2
(εr + 1) as f → 0

For very wide lines or a very high frequency nearly all of the �eld is
con�ned to the dielectric substrate, and therefore at this extreme,

εeff ≈ εr as f → ∞
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From this two considerations it turns out that the e�ective permittivity
is frequency dependent, and it increase as the frequency increases.

Inverting (4.2.3), it is possible to extrapolate the e�ective permittivity

εeff (fr) =

(
c

vp

)2

(4.3.3)

In the microstrip line the velocity is given by the appropriate frequency-
wavelength product. In the microstrip line, the velocity is vp = frλg. Sub-
stituting for vp in (4.3.3) results in the equation

εeff (fr) =

(
c

λgfr

)2

(4.3.4)

If we assume that, as in (4.3.1), any microstrip resonator will only support
wavelengths that are an integral multiple of the total length, then

lt = nλg (4.3.5)

where lt is the total length of the resonator. Substituting for λg in (4.3.4)
yields the equation

εeff (fr) =

(
nc

flrt

)2

(4.3.6)

The accuracy of the dispersion calculation depends on the accuracy of
the measurement of the frequency and the total length of the resonator.

A �gure of merit for resonators is the circuit Q-factor as de�ned by

Q =
ω0U

W
(4.3.7)

where ω0 is the angular resonant frequency, U is the stored energy per
cycle, and W is the average power lost per cycle. The three main losses
associated with microstrip circuits are conductor losses, dielectric losses, and
radiation losses. The total Q-factor, also known as unloaded Q-factor, Q0,
can be expressed as

1

Q0

=
1

Qc

+
1

Qd

+
1

Qr

(4.3.8)

where Qc, Qd, and Qr are the individual Q-values associated with the
conductor, dielectric, and radiation losses, respectively [19].

The unloaded Q, Q0, can also be determined by measuring the loaded Q-
factor, QL, and the insertion loss of the ring at resonance. Fig. 4.3.2 shows
a typical resonator frequency response.

109



Figure 4.3.2: Example of ring resonator frequency response.

The loaded Q of the resonator is

QL =
ω0

ω1 − ω2

(4.3.9)

where ω0 is the angular resonant frequency and ω1−ω2 is the 3-dB band-
width (half power bandwidth).

Normally a high QL is desired for microstrip measurements. A high QL

requires a narrow 3-dB bandwidth, and thus a sharper peak in the frequency
response. This makes the resonant frequency more easily determined.

The unloaded Q-factor can be calculated from

Q0 =
QL

(1− 10S21max [dB]/20)
(4.3.10)

where S21max [dB] is the transmission coe�cient in correspondance of the
peak at frequency ω0 [20].

The equation to be used to calculate dispersion can be found by combining
(4.3.1) and (4.3.4) to yield

εeff (f) =

(
nc

2πfrr

)2

(4.3.11)

Any ill e�ect introduced by the ring that might falsify the measure value
of wavelength or dispersion can be reduced by correctly designing the circuit.
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Table 4.2: Non-destructive Ring Resonator based sensor dimensions in mil-
limeters.

There are �ve sources of error that must be considered:

a. because the transmission line has a curvature, the dispersion on
the ring may not be equal to the straight-line dispersion;

b. �eld interactions across the ring could cause mutual inductance;

c. the assumption that the total e�ective length of the ring can be
calculated from the mean radius;

d. the coupling gap may cause �eld perturbations on the ring;

e. nonuniformities of the ring width could cause resonance splitting.

To minimize problems (a.) through (d.) only rings with large diameters
should be used. In [5] the author used rings that were �ve wavelengths
long at the frequency of interest. The large ring will reduce (b.) and the
e�ect of (d.) will be minimized because the coupling gap occupies a smaller
percentage of the total ring. The e�ect of the mean radius, (c.), can be
reduced by using large rings and narrow line widths. An increased ring
diameter will also increase the change of variations in the line width, and the
possibility of resonance splitting is increased.

4.4 Multilayer Ring Resonator

The classical version of ring resonator foresees the realization of the ring and
of the other parts (50 Ohmmicrostrips and the ground plane) on the unknown
substrate to be measured with consequent �waste� of dielectric material which
can no longer be used for other purposes or applications. In some papers
[21], [22], the ring resonator was made of known material and it was used
to determine the dielectric characteristics of the unknown material to be
measured.

Proposed multilayer ring resonator is composed of �ve di�erent layers,
and is depicted in Fig. 4.4.1, and its dimensions are reported in Table 4.2.
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Figure 4.4.1: Proposed Multilayer Ring Resonator. In the top view the
unknown substrate and the superstrate are in transparency.
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Table 4.3: TU-768 dielectric properties.

The �rst layer is the metallic ground plane; the second is the known
dielectric substrate. The third layer is the unknown dielectric substrate.
The ring (fourth layer) is posed under the bottom side of the �fth layer
(superstrate), and must be placed on the unknown material in order to carry
out the measurement. The second and �fth layers are made of the same
material with preferably known dielectric characteristics. Metallic parts are
in copper 0.035 mm thick.

Considering the subsequent realization step of the instrument, it was
decided to make its �xed parts on a substrate of TU-768 [23], having a
thickness of 1.46 mm. The relative permittivity and loss tangent values for
various frequencies were collected from the manufacturer's datasheet, and
are reported in Table 4.3.

These values have been interpolated with a Piecewise Cubic Interpolat-
ing Polinomial (PCHIP) interpolation in MATLAB environment [24]. The
dielectric characteristics of this materials are shown in Fig. 4.4.2 as the
frequency changes.

The idea is to allow the determination of the dielectric characteristics, in
the low microwave band (1 GHz - 3 GHz) of a given substrate without having
to redesign, or �waste�, the material, the ring, and the other essential parts of
the instrument. This resonator is inspired by the multilayer model proposed
in [25], [26], in which however the ring is suspended at a certain distance from
the material to be measured. This choice was made by the authors to avoid
that the unknown material to be measured in�uenced, with its dielectric
properties, the impedance matching at the microstrips that excite the ring
resonator. For this reason, given that the ring is expected to rest directly on
the material to be measured, it was decided to adopt the excitation model of
the resonator with two 50 Ohm SMA connectors placed perpendicular to the
ground plane, and with their cores passing through on the substrate [27].

In this way it is possible to measure materials with di�erent thickness
simply by placing it between the parts of the measurer with known dielectric
characteristics (TU-768). The distance between the two SMA connectors
must be large enough to avoid their mutual coupling. One of the most
delicate aspects to manage concerns the coupling between the connectors and
the ring which in this con�guration can vary signi�cantly with the increase of
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Figure 4.4.2: TU-768 dielectric characteristics: (a) relative permittivity, (b)
loss tangent.
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the thickness of the unknown substrate and with the increase of its relative
dielectric constant. For this reason, in order to obtain good results, it was
decided to give a maximum limit of 5 mm to the thickness of the unknown
material to be tested, and a maximum of 10 to its relative permittivity value.
Consequently, the average radius of the ring r was choosen in order to have a
GAP with the core of the SMA connector, such as to allow the maintenance
of the loose-loop measurement mode.

4.5 Permittivity Extrapolation Methods

In order to extrapolate the dielectric characteristics of the materials in the 1
GHz - 3 GHz band with the multilayer structure shown in Fig. 4.4.1, it was
decided to split the analysis into two distinct steps: the �rst step involves the
calculation of the relative dielectric constant, while the second step involves
the extrapolation of the loss tangent value.

For the relative dielectric constant, it was decided to undertake two of the
various techinques present in the literature concerning the study of multilayer
dielectric structures.

The �rst branch chosen concerns the study of these composite structures
with the Conformal Mapping Method [29]-[33]. This method, through the
use of the conformal transformations accurately described in [30] and [31],
allows to obtain relationships related to the geometric characteristics of the
multilayer dielectric structure, the e�ective dielectric constant. This type of
analysis was created with the aim of semplifying the procedure envisaged
in the second method chosen for the analysis of multilayer microstrip di-
electric systems. This second method is the Variational Method [34], [35],
in which the study of the composite structure under examination is carried
out through the calculation of the potential distribution function, ruled by
Poisson's equation, thanks to a set of equations that takes into account the
boundary conditions and continuity at the interface between each layer.

These two methods involve the use of static models for the analysis of mul-
tilayer dielectric structures, but they can still be used since in the choosen
frequency range (1 GHz - 3 GHz) they are still considered reliable. The
Variational Method turns out to be more accurate then the Conformal Map-
ping Method, but it also turns out to be much more expensive from the
computational point of view [32].
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Figure 4.5.1: Multilayer microstrip: (a) Initial structure, (b) Conformal
mapped structure.

4.5.1 Conformal Mapping Method

The Conformal Mapping Method was applied to the proposed measurer (Fig.
4.4.1) following the steps reported in [33]. This method maps the microstrip
that composes the ring on another plane with complex variables, the results
of which are represented in Fig. 4.5.1.

The �lling factors of each dielectric layer are de�ned, di�erentiating the
cases according to the thickness of the microstrip w.

For wide strips (w
h
> 1):

q1 =
H1

2
·

[
1 +

π

4
− h

we

· ln

(
2
we

h
·
sin
(
π
2
·H1

)
H1

+ cos
(π
2
·H1

))]
(4.5.1)

q2 = 1− h

2we

· ln
(
π
we

h
− 1
)
− q1 (4.5.2)
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q3 = h
2we

·
{
ln
(
πwe

h
− 1
)
− (1 + V3) · ln

[
2we

h
· cos(π

2
V3)

2H3−1+V3
+ sin

(
π
2
· V3

)]}
(4.5.3)

q4 = 1−
4∑

j=3

qj −
2∑

i=1

qi (4.5.4)

where Hi,j =
hi,j

h
, and Vj =

vj
h
with

vj =
2h

π
arctan

[
π (Hj − 1)
π
2
· we

h
− 2

]
(4.5.5)

and the e�ective line width de�ned as

we = w +
2h

π
· ln
[
17.08

( w

2h
+ 0.92

)]
(4.5.6)

For narrow strips (w
h
6 1):

q1 =
ln (A1)

2 · ln
(
8h
w

) · [1 + π

4
− 1

2
· arccos

(
w

8hH1

·
√

A1

)]
(4.5.7)

q2 =
1

2
+

0.9

π · ln
(
8h
w

) − q1 (4.5.8)

q3 =
1

2
−

0.9 + π
4
· ln (B3) · arccos

[(
1− 1− w

8h

H3

)
·
√
B3

]
π ln

(
8h
w

) (4.5.9)

q4 = 1−
4∑

j=3

qj −
2∑

i=1

qi (4.5.10)

where

Ai =
1 +Hi

1−Hi +
w
4h

(4.5.11)

and

Bj =
Hj + 1

Hj +
w
4h

− 1
(4.5.12)
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From Fig. 4.4.3 (b) it is possible to derive the general relation for the
(static) e�ective permittivity of multilayer microstrip

εe (0) =
(q1 + q2)

2

q1
εr1

+ q2
εr2

+
(q3 + q4)

2

q3
εr3

+ q4
εr4

(4.5.13)

which does not take into account the e�ect due to the frequency behavior
of the microstrip.

To take this e�ect into account, the equations given in [18] (Chapter 2,
page 12) can be used:

we (f) = w +
we (0)− w

1 +
(

f
fp

)2 (4.5.14)

where we (0) is de�ned by (4.5.6), and

fp =
c

we (0)
√
εe (0)

(4.5.15)

However, given the not so high frequency values analyzed, these last two
relationships were not considered in the model.

The idea is to derive the relative dielectric constant value of the unknown
substrate, starting from the knowledge of its thickness and the dielectric and
geometric characteristics of the other layers, simply by inverting the equation
(4.5.13).

4.5.1.1 Numerical Results

An electromagnetic model of the structure shown in Fig. 4.4.1 has been
created using Ansys HFSS simulator [36].

The electromagnetic analysis in the frequency domain, thanks to the Fi-
nite Element Method (FEM), was carried out after inserting the dielectric
characteristics of the TU-768 shown in Fig. 4.4.2 in the simulator. In order to
test the goodness of the method, widely used in microwave contexts materials
have been chosen as unknown substrates, and therefore known, in order to
have reliable references regarding their dielectric characteristics. The chosen
materials are:

� Mylar-A (thickness: 0.08 mm, εr = 2.8, tan δ = 0.008, @ 1 GHz, [37]);

� Kapton HN200 (thickness: 0.03 mm, εr = 3.4, tan δ = 0.0018, @ 1
kHz, [38]);

118



Table 4.4: Conformal Mapping Method based algorithm: simulation results.

� Rogers RO4003C (thickness: 0.8 mm, εr = 3.38, tan δ = 0.0027, @ 10
GHz, [39]);

� TU-768 (thickness: 1.54 mm, εr = 4.3, tan δ = 0.023, @ 10 GHz, [23]);

� Alumina (thickness: 0.63 mm, εr = 9.9, tan δ = 0.0002, @ 10 GHz,
[40]).

The transmission coe�cients obtained from the electromagnetic simulations
of the proposed measurer model (s21 [dB] parameter), have been treated by a
special algorithm developed in MATLAB which takes into account the rela-
tions (4.5.1)-(4.5.15). In order to derive the relative permittivity of the sub-
strates under test, the e�ective dielectric constant of the multilayer structure
was obtained from the �rst resonance frequency (n = 1) through (4.3.11).
After equating (4.3.11) to (4.5.13), from the inversion of the latter it was
possible to obtain the relative permittivity to the under test dielectric layer
(layer 2). The results obtained from these inversions are reported in Table
4.4.

As it is possible to see from the obtained results, in all cases there are re-
sults that turn out to be quite di�erent from what would have been expected:
the worst results are obtained in correspondence with very thin substrates
(Mylar-A, Kapton HN200). This happened because in the model described
in [33], the e�ect that coupling has on the resonance frequency obtained by
the simulator is not taken into account.

To try to reduce the error introduced during the extrapolation of the di-
electric characteristics of the substrate under test, it was decided to introduce
an auto-calibration mechanism. This step is depicted in Fig. 4.5.2.

Self-calibration consists of putting the two part of the measurer (in TU-
768) in contact without introducing any substrate to be measured. In this
con�guration, the ring is placed at the minimum distance with the SMA
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Figure 4.5.2: Auto-calibration setup.

Table 4.5: Extrapolated values of coupling a�ected relative permittivity.

connectors, therefore being in the maximum coupling condition. At this
point, it will be su�cient to use the formulas treated in [33] for the case
shown in Fig. 4.5.2, to extrapolate the relative dielectric constant value of
the material composing the instrument a�ected by the presence of the e�ect
of coupling between the ring and coaxial connectors. In order to have a
more exhaustive representation for multiple frequencies, it was decided to
extrapolate three dielectric constant values using the �rst three resonances
obtained by the measurer in this con�guration (n = 1, 2, 3).

The trend of the transmission coe�cient for the �rst three resonances is
shown in Fig. 4.5.3 (a), while the relative dielectric constant values a�ected
by the perturbation due to the ring-connector coupling are shown in Table
4.5.

By replacing the values shown in Fig. 4.5.3 (b) in equation (4.5.13), the
values shown in Table 4.6 were obtained.

As can be seen from Table 4.6, thanks to the self calibration step, results
have been obtained much closer to what the real values should be. The
only exception concerns alumina, for which a relative permittivity almost
halved compared to the real value has been obtained. This result is related
to the de�nition of e�ective dielectric constant reported in (4.5.13): looking
carefully at the formula, in fact, it is possible to note that as the relative
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Figure 4.5.3: (a) Measured transmission coe�cient of the measurer in auto-
calibration con�guration, (b) PCHIP interpolation of extrapolated values.

Table 4.6: Conformal Mapping Method based algorithm with coupling e�ect
consideration results.
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Figure 4.5.4: Multilayer Ring resonator in measurement test (Mylar-A).

dielectric constant εr2 increases (in our case), the ratio q2
εr2
, in the term in

the denominator, q1
εr1

+ q2
εr2
, becomes gradually negligible compared to q1

εr1
.

4.5.1.2 Measurement Results

To verify what was obtained during the simulation phase, laboratory mea-
surements were carried out with Anritsu MS46112B vector network analyzer.

In Table 4.7 it is possible to see the relative dielectric constant values
obtained, which are very similar to the results obtained in simulation con-
�rming the inability of this model to correctly extrapolate too high dielectric
constant values.

4.5.2 Variational Method

The variational method was used to try to calculate the relative dielectric
constant of the unknown dielectric substrate placed inside the ring measurer.
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Table 4.7: Measurement results: no self-calibrated analysis results vs. self-
calibrated analysis results.

In [34] and [35], the authors describe the method for calculating the e�ective
dielectric constant of di�erent multilayer microstrip con�gurations.

The static potential distribution ϕ (x, y) in the microstrip line structure
satis�es Poisson's equation

∇2ϕ (x, y) = −1

ε
ρ (x, y) (4.5.16)

and the boundary conditions on the surface of the dielectric material as
well as the conductor. Here ρ (x, y) is the charge distribution on the surface
of the conducting strip.

The line capacitance can be evaluated by inserting the solution of (4.5.16)
in the variational expression

1

C
=

1

Q2

ˆ
s

ρ (x, y)ϕ (x, y) dl (4.5.17)

where

Q =

ˆ
s

ρ (x, y) dl (4.5.18)

and the integral in (4.5.17) and (4.5.18) are to be taken on all the surfaces
over which the charge ρ (x, y) is distributed.

The characteristic impedance of a TEM transmission line in free space
(Fig. 4.2.2 (a)) is given by

Z0 =
1

C0c
(4.5.19)

where C0 is the line capacitance of the structure and c is the velocity of
light.
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When a dielectric material with di�erent characteristics respect to the
air is inserted as shown in Fig. 4.2.2 (c), the line capacitance of this new
structure C is larger than C0, while the new guided wavelength λ is smaller
than the free space wavelength λ0. Hence the characteristic impedance of
the new line is obtained by modifying (4.5.19) as follows:

Z =

(
C0

C

) 1
2

Z0 (4.5.20)

Similarly, the new guide wavelength is given by

λ =

(
C0

C

) 1
2

λ0 (4.5.21)

Initially, assume that the strip is in�nitely thin. For this case the charge
distribution assumes the form

ρ (x, y) = f (x) δ (y − b) (4.5.22)

where δ (y − b) is Dirac's delta function. Because the symmetry of the
problem, f (x) is an even function of x, and its Fourier transform is

f̄ (β) =

ˆ ∞

−∞
f (x) ejβxdx (4.5.23)

The Fourier transform ϕ (β, y) of ϕ (x, y) is de�ned by

ϕ (β, y) =

ˆ ∞

−∞
ϕ (x, y) ejβxdx (4.5.24)

The transforming (4.5.16) according to (4.5.24) gives(
−β2 +

d2

dy2

)
ϕ (β, y) = 0 y ̸= b, h (4.5.25)

For the proposed multilayer structure, referred to Fig. 4.4.1, the equation
(4.5.25) becomes(

−β2 +
d2

dy2

)
ϕ (β, y) = 0 y ̸= h1, h2, h3, t4 (4.5.26)

The general solution of this di�erential equation is a linear combination of
exp (βy) and exp (−βy) in a bounded region. When t4 is taken as in�nity, the
solution takes a form of exp (− |β| y) in the unbounded region. The boundary
and continuity conditions in the Fourier transformed domain are
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ϕ (β, 0) = 0 (4.5.27)

ϕ (β, ∞) = 0 (4.5.28)

ϕ (β, h1 + 0) = ϕ (β, h1 − 0) (4.5.29)

εr2
d

dy
ϕ (β, h1 + 0) = εr1

d

dy
ϕ (β, h1 − 0) (4.5.30)

ϕ (β, h2 + 0) = ϕ (β, h2 − 0) (4.5.31)

εr3
d

dy
ϕ (β, h2 + 0) = εr2

d

dy
ϕ (β, h2 − 0) (4.5.32)

ϕ (β, h3 + 0) = ϕ (β, h3 − 0) (4.5.33)

εr4
d

dy
ϕ (β, h3 + 0) = εr3

d

dy
ϕ (β, h3 − 0) (4.5.34)

d

dy
ϕ (β, h2 + 0) =

d

dy
ϕ (β, h2 − 0)− 1

εr3ε0
f̄ (β) (4.5.35)

where εr1 , εr2 and εr3 are the relative dielectric constants. εr4
∼= 1 is the

air relative permittivity.
Substituting these conditions to the general solution, one obtains a set of

linear inhomogeneous simultaneous equations for the coe�cients of potential
functions. The solution of the potential distribution on the strip is

ϕ (β, h2) =
1

ε0
f̄ (β) ḡ (β) (4.5.36)

where ḡ (β) is a complicated equation derived from (4.5.27)-(4.5.36).
For the calculation of the line capacitance the MATLAB Partial Di�er-

ential Equation Toolbox [41] was used.
Using this tool that allow to solve partial di�erential equations with the

Finite Element Method (FEM), it was possible to derive the electrostatic
e�ective dielectric constant εe (0).
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4.5.2.1 Numerical Results

Thanks to the MATLAB PDE toolbox, a code was created in which it was
possible to de�ne the multilayer dielectric structure represented in Fig. 4.4.1.
In the developed script �le were de�ned geometrical variables (such as the
thickness of each layer, and the position and width of the microstrip), and
the dielectric properties of each of the materials that make up the structure.
This tool is usually used to calculate the e�ective dielectric constant of di-
electric structures (simple or composite) such as the ratio between the line
capacitance calculated for the presence of one or more dielectric layers, and
the line capacitance calculated in the presence of air only:

εe (0) =
C

C0

(4.5.37)

In order to obtain the relative permittivity value of the unknown layer,
it was necessary to develop the following algorithmic procedure:

� starting from the transmission coe�cient (s21 [dB] parameter) obtained
from simulations or measurements, the εe (f) was calculated thanks to
equation (4.3.11);

� subsequently the thickness of each dielectric layer, the dielectric proper-
ties of the layers 1 and 3 (made in TU-768, see Fig. 4.4.2 and Table 4.3),
and a �ctitius value of dielectric constant for the unknown substrate
(layer 2), were inserted in the PDE toolbox; the dielectric constant of
air for layer 4 was also inserted without specifying the thickness (ideally
tends to in�nity);

� the di�erence between the e�ective dielectric constant obtained from
(4.3.11) and the e�ective dielectric constant obtained by the variational
method (4.5.37) initially set to zero was de�ned;

� once the new εe (0) value, due to the εr2 value initially set, has been
obtained, the algorithm proceeds until the di�erence between εe (f)
and εe (0) becomes less than the desired minimum error threshold.

Fig. 4.5.5 shows a �ow chart which summarizes what has just been described.
As for the conformal mapping method, also in this case we started from

the results obtained from the simulations made with the electromagnetic
model, and we proceeded with the calculation by applying the described
algorithm. The results are reported in Table 4.8.

From the results obtained from the transmission coe�cients obtained by
the electromagnetic model, it was clear that the proposed algorithm o�ered
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Figure 4.5.5: Flowchart of the algorithm for variational method implemented
in MATLAB/PDE toolbox

Table 4.8: Variational method based algorithm: simulation results.
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Figure 4.5.6: Multilayer structure in MATLAB PDE toolbox: (a) mesh view,
(b) static potential distribution view.
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Table 4.9: Variational method based algorithm: measurement results.

results similar to those obtained with the previous method (conformal map-
ping method). There are slight di�erences for Mylar-A and Kapton HN200,
while a much better, albeit non-exhaustive, result is obtained in the extrac-
tion of alumina permittivity. Compared to the algorithm developed with the
conformal mapping method, this algorithm is much slower and computation-
ally more expensive, especially in the analysis of very thin substrates. The
explanation lies in the fact that the mesh generated with MATLAB's PDE
tool is very dense when the thickness of the unknown substrate is reduced.
In this case a self-calibration step was not necessary.

4.5.2.2 Measurement Results

Given the found e�cacy in the extrapolation of the permittivity values, the
relative dielectric constant values of the selected substrates, have been ex-
trapolated starting from the measurement made with the real measurer. The
results of the extrapolations carried out with the algorithm based on the vari-
ational method are reported in Table 4.9.

4.5.3 Electromagnetic Map Extraction Method

The conformal mapping method and the variational method provide good
results in the extrapolation of the relative dielectric constant of the selected
substrates. The variational method provides results closer to the real values
than the conformal mapping method, but has very long calculation times.
As seen, the �rst method fails in the case of substrates under test with high
relative permittivity (alumina), while the second method is very close to the
expected value.

To try to have better results it was thought to extrapolate a surface (map)
of data directly from the electromagnetic simulator. In this way it was possi-
ble to take into account, not only the dielectric and geometric characteristics
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of the entire structure (measurer and unknown substrate), but also all as-
pects related to other electromagnetic phenomena present in the structure
that could not be taken into account with the two previous methods (for
example, presence of surface waves, ring - SMA connectors coupling, SMA
connector - SMA connector coupling, etc.).

The electromagnetic map extraction method consists in the extrapolation
of a surface having, respectively, relative dielectric constants and thicknesses
of the unknown substrate on the x-y plane of a corresponding Cartesian
plane, and on the z axis the value of the resonance frequencies obtained by
the various combinations of the other two parameters. For the �xed parts
of the instrument (in TU-768), the model uses the same data shown in Fig.
4.4.2.

First of all, material models have been identi�ed with di�erent dielectric
costants which are di�erent from each other in the Ansys HFSS environment.
Speci�cally, the following material models were chosen:

� Air (εr = 1.00059, tan δ = 0);

� Te�on (εr = 2.1, tan δ = 0.0002);

� Taconic TLX-8 (εr = 2.55, tan δ = 0.0019);

� Rogers RO4003C (εr = 3.39, tan δ = 0.0027);

� TU-768 (εr = 4.54, tan δ = 0.017, inserted on the basis of the data
shown in Fig. 4.4.2);

� Arlon AR-600 (εr = 6, tan δ = 0.0035);

� Preperm L700HF (εr = 7, tan δ = 0.0006);

� Dupont 951 (εr = 7.8, tan δ = 0.0015);

� Heracus CT2000 (εr = 9.1, tan δ = 0.002);

� Alumina (εr = 9.9, tan δ = 0.0001).

In the material model, the characteristics just reported were almost constant
in the frequency band examinated (1 GHz - 3 GHz). For the thicknesses of
the unknown substrate, the vector [0, 0.01, 0.02, 0.03, 0.04, 0.05, 0.1, 0.5, 1,
1.5, 2, 2.5, 3, 4, 5] (in millimeters) was be taken as a reference.

Electromagnetic simulations were carried out for each of the materials
listed above, for each of the thicknesses reported in the vector just described,
in order to extrapolate, for each combination of parameters, the resulting
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Table 4.10: Resonance frequencies extrapolated from the electromagnetic
simulations carried out when the materials placed in the intermediate layer
and the reference thicknesses vary.

transmission coe�cients of the whole structure. From these data, as done in
the methods described above, it was possible to extrapolate the frequencies of
the �rst resonance (parameter on the z axis). The �rst resonance frequency
values (n = 1) corresponding to the other two reference quantities are shown
in Table 4.10. In Fig. 4.5.7 the surface obtained by combining the quantities
of which we have so far taken into consideration (proto-surface) is reported.

The electromagnetic map extraction method therefore allows to extrap-
olate the relative dielectric constant of the intermediate substrate (unknown
substrate) starting from the knowledge of its thickness and from the reso-
nance frequency extrapolated from the transmission coe�cient obtained from
the real measurement phase (or from the simulation phase).

In order to have a surface with a more marked detail, a �tting was applied
to the data extrapolated from the electromagnetic simulations, and then
interpolated thanks to the MATLAB's Curve Fitting tool. After some tests,
biharmonic interpolation was the most e�ective interpolation. In Fig. 4.5.8
the interpolated surface is shown. Thanks to these two steps, a relative
dielectric constant extrapolation with an accuracy up to the third decimal
place was made possible.
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Figure 4.5.7: Surface (map) of the resonance frequencies obtained as a func-
tion of the relative permittivity and of the thicknesses �xed for the interme-
diate layer of the resonant structure: (a) 3D map, (b) 2D map.
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Figure 4.5.8: Fitted and interpolated surface: (a) 3D map, (b) 2D map;
relative permittivity sensitivity of extrapolation to the third decimal place.
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Table 4.11: Electromagnetic map extraction method: measurement results.

From the comparison between Fig. 4.5.7 (b) and Fig. 4.5.8 (b), it is
possible to see the bene�ts introduced by the �tting on the �nal interpolation
of the surface.

4.5.3.1 Measurement Results

For this method, the transmission coe�cients obtained during the measure-
ment phase were directly analyzed. The results are reported in Table 4.11.

As can be seen from the results obtained, this method permits to obtain
values even closer to those declared by the manufacturers of the dielectric
materials chosen and examinated. Although minimal, there continue to be
inaccuracies also due to truncation errors in the various calculation phases
provided for in the algorithm. The results are however very satisfactory. For
the alumina sample, results very similar to those obtained with the varia-
tional method were obtained. However, in this case, the value returned for
the dielectric constant is slightly greater than that obtained with the other
method. Once extrapolated the grid of Table 4.10, this method presents
rather short processing times, even if slightly longer than the algorithm that
takes into account the conformal mapping method. Electromagnetic simula-
tion times, on the other hand, are very long, especially when the substrate
under test in the simulations has a high relative dielectric constant (AR-600,
Preperm L700HF, Dupont 951, Heracus CT2000, alumina).

4.5.4 Alumina measurements consideration

From the comparison of the results obtained from the simulations and from
the measurements for alumina with the three methods described above, it is
possible to notice how the resonance frequencies are very di�erent from each
other (frsimulated

= 1.407 GHz, and frmeasured
= 1.4555 GHz). This diversity

has led to the extrapolation of the data from the transmission coe�cient,
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dielectric constant values lower than the real ones of alumina. The problem
lies in the fact that small imperfections in the materials that make up the
multi-layer structure have allowed the air to permeate inside, altering the
measurement result. In this case, this problem can also occur during the
measurement of other materials, but the e�ect introduced by the presence
of air will be greater the greater the value of the dielectric constant of the
material to be measured. Thanks to simulations carried out in Ansys HFSS
environment, it was possible to verify the e�ect introduced by the application
of very thin layers of air between the alumina sample and the layers adjacent
to it. As can be seen from Fig. 4.5.9, very few hundredths of a millimeter
are su�cient to be able to have signi�cant variations in the position of the
resonant frequency.

If we consider the resonance frequency obtained for the simulated alu-
mina sample (frsimulated

= 1.407 GHz), the extrapolated dielectric constant
value is equal to εr2simulated

= 9.552, which con�rms the goodness of the
Electromagnetic Map Extraction Method.

4.6 Loss Tangent Extrapolation Methods

The calculation of the relative dielectric constant of a dielectric material is
only the �rst part of the analysis that is usually carried out on this type
of materials. The other important parameter to be determined is the loss
tangent value expressed through the de�nition of tan δ seen in (4.1.2). Also
in this case other algorithms have been developed suitably used together with
those described for the calculation of the relative permittivity. Speci�cally,
for each of the methods seen above, a relative technique will be added for
the determination of the loss tangent value.

4.6.1 Schneider's Method

Starting from the trend of the transmission coe�cient (s21[dB]) obtained
from the electromagnetic simulation phase (or from the measurement phase),
thanks to the relations (4.3.8)-(4.3.10), and taking into account the equations
(4.2.10)-(4.2.13) it is possible to obtain the value of tan δ contained in the
equation (4.2.10).

Since the structure to be considered is multilayer and is composed of
di�erent dielectric materials, the loss tangent value obtained from the simu-
lation or measurement phases is the e�ective loss tangent value:

Qd =
1

tan δe
(4.6.1)
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Figure 4.5.9: Resonance frequency shift e�ect due to the presence of thin
layers of air: (a) air between the ring and the alumina sample; (b) air between
the alumina sample and the TU-768 substrate. Simulation results.
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Following what reported in [42], the e�ective loss tangent can be cal-
culated through a linear combination of the e�ects introduced by the loss
tangent factors of each of the dielectric layers that make up the entire struc-
ture:

tan δe =
1

εe

4∑
i=1

pi tan δi (4.6.2)

where the pi coe�cients are multiplicative factors (also called �lling fac-
tors) which depend on the dielectric and geometric characteristics of the
multilayer structure, similarly to what was done in [33] for the calculation of
the relative dielectric constant, and are calculated as:

pi = εri
∂εe
∂εri

, i = 1, 2, 3, 4 (4.6.3)

The term ∂εe
∂εri

can be de�ned as [43]:

∂εe
∂εri

=
ε̂ei − εe
ε̂ri − εri

, i = 1, 2, 3, 4 (4.6.4)

where

ε̂ri = εri +∆εr , i = 1, 2, 3, 4 (4.6.5)

with ∆εr in�nitesimal increase in the relative dielectric constant (for ex-
ample ∆εr = 0.01), and

ε̂ei = εe|εri=ε̂ri
, i = 1, 2, 3, 4 (4.6.6)

is the e�ective dielectric constant value calculated for εri = ε̂ri .
In the speci�c case, these equations were used in combination with the

algorithm based on the conformal mapping method. So the relationship of
the e�ective dielectric constant that has been taken into account is de�ned
in the equation (4.5.13).

4.6.1.1 Measurement results

Starting from the transmission coe�cients obtained in the measurement
phase, the loss tangent relative to the intermediate (unknown) substrate
was extrapolated by inverting equation (4.6.2). The results obtained for the
dielectric materials taken as reference are reported in Table 4.12.

The results obtained are not good and the only material for which rea-
sonable results are obtained is Mylar-A.
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Table 4.12: Schneider's method applied with autocalibrated conformal map-
ping method algorithm: measurement results.

The ine�ectiveness of this method of determining the loss tangent is cer-
tainly due to the fact that the equations taken from [42] and [43] have been
developed for multilayer structures having the microstrip placed on the up-
permost layer of the dielectric stack and therefore in direct contact with the
air. In our case, given the presence of the cover in TU-768 on the ring res-
onator, the Schneider's method does not allow to correctly extrapolate the
loss tangent values of the unknown substrate.

4.6.2 Upgraded Variational Method

Following the theory and the steps listed in the description of the variational
method for determining the relative permittivity of the unknown substrate,
it was decided to upgrade the model developed in MATLAB and with the aid
of the PDE tool, allowing insertion into the algorithm of complex dielectric
constants. In fact, using the de�nition of dielectric constant described by
equation (4.1.1), it was possible to insert also the immaginary part of the
permittivity starting from the insertion of the value of tan δ. The procedure
is completely identical to that described in the paragraph relating to the
variational method for permittivity. The results are reported in Table 4.13.

Also in this case the results obtained are not encouraging and di�er from
those declared by the manufacturers of the respective analyzed materials.

4.6.3 Svačina and Schneider mixed method

In order to complete the characterization of the materials through the elec-
tromagnetic map extrapolation method, it was decided to combine the re-
lationships used in the algorithm based on the conformal mapping method
[33] and the relationships described in [42], and reported previously. The
idea was that if relative permittivity (real part) can be treated with confor-
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Table 4.13: Variational method for complex permittivity determination:
measurement results.

Table 4.14: Svaĉina and Schneider mixed method for loss tangent extraction:
measurement results.

mal transformations, then the same thing could be possible for its imaginary
part and therefore for the loss tangent (equation (4.1.2)).

First of all the �lling factors [33] were calculated thanks to the equa-
tions (4.5.1)-(4.5.12), and then they were used in the �nal equation for the
calculation of the e�ective loss tangent in the Schneider's method [42]:

tan δe =
1

2 · εe

4∑
i=1

qi tan δi (4.6.7)

Term 1
2
has been included as it will help to provide better results in loss

tangent extraction as we will see below. The results of the extrapolation are
shown in Table 4.14.

The results obtained are very close to those provided by the manufactur-
ers. The combination of the electromagnetic map extraction method and the
Svačina and Schneider mixed method allows to have very good approxima-
tions of relative dielectric constant and loss tangent.
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4.7 Common use materials and fabrics dielec-

tric characterization

After having seen the results obtained by the three pairs of methods de-
scribed, for the dielectric materials most widely used for microwave appli-
cations, we wanted to move on to the characterization of materials that are
used daily, such as paper, cardboard, plexiglass, etc.. The purpose is to
understand if it could be possible to use them as a substrate for the real-
ization of low cost microwave devices (antennas, sensors, etc.). The analysis
was also conducted on various textile materials, such as �eece fabric, cotton,
satin, silk, felt, etc., with the aim of being able to use them in the realization
of microwave wearable devices. The results obtained by combining all the
methods seen so far, and more precisely:

� conformal mapping method (relative dielectric constant) + Schneider's
Method (loss tangent value);

� upgraded variational method (relative dielectric constant + loss tan-
gent value);

� electromagnetic map extraction method (relative dielectric constant)
+ Svačina and Schneider mixed method (loss tangent value).

4.7.1 Common use materials

The materials chosen for the determination of their dielectric characteristics
are paper, polystirene, te�on, polylactic acid (PLA), cardboard, plexiglass,
and FR4. In the literature there are several studies in which numerous ap-
proaches are described in the characterization of their dielectric properties,
and we will use their results as a reference terms to verify the goodness of
the data obtained. Table 4.15 shows the results obtained using the �rst
combination of methods, namely conformal mapping method + Schneider's
method, while Table 4.16 shows the extrapolated results obtained with the
upgraded variational method. Table 4.17 shows the results obtained with
the electromagnetic map extraction method and the Svačina and Schneider
mixed method.

By making a quick comparison between the three sets of values obtained
from the extrapolations, it can be seen that the data obtained from the last
pair of methods is the closest to the values disseminated in the literature. It
is obvious that small di�erences can however be found in that these materials
can have varying densities and composition, and therefore non-standardized
dielectric characteristics.
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Table 4.15: Common use materials measurements results. Adopted methods:
conformal mapping method + Schneider's method.

Table 4.16: Common use materials measurements results. Adopted method:
upgraded variational method.

141



Table 4.17: Common use materials measurements results. Adopted meth-
ods: electromagnetic map extraction method + Svačina and Schneider mixed
method.

4.7.2 Fabrics materials

The textile materials chosen for the characterization of their dielectric prop-
erties are silk, satin, wool, cotton, denim (pure cotton), linen, viscose (95%
cotton - 5% viscose), felt, and stretch denim (cotton and polyester). Also
for these materials there are numerous studies in the literature that have
be taken as a reference to verify the validity of the data obtained from ex-
trapolations. As in the case of commonly used materials, the results of the
dielectric characterization of the fabrics are reported in Table 4.18, Table
4.19 and Table 4.20, respectively related to the three pairs of extrapolation
methods listed at the beginning of the Section.

Also in this case the combination of electromagnetic map extraction
method and the Svačina and Schneider mixed method provides values very
close to those found in the literature.

4.8 Conclusions

In this chapter a new way of measuring dielectric materials having dielectric
constants between 1 and 10, and thicknesses between 0 mm and 5 mm has
been described. A strenght of this measurement technique lies in the fact
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Table 4.18: Textile materials measurements results. Adopted methods: con-
formal mapping method + Schneider's method.

Table 4.19: Textile materials measurements results. Adopted method: up-
graded variational method.
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Table 4.20: Textile materials measurements results. Adopted methods: elec-
tromagnetic map extraction method + Svačina and Schneider mixed method.
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that it has a real instrument that allows to not to �waste� every time a piece
of sample on which it would have been necessary to make the measurer in
order to identify its dielectric properties. Three pairs of algorithms were
presented in order to derive the relative dielectric constant and loss tangent
values. Several simulations tests were carried out and then the measurement
phase. As it is possible to see from various results tables, the combination of
the electromagnetic map extraction method and the Svačina and Schneider
mixed method manages to return values of relative dielectric constant and
loss tangent close to what they should be. The conformal mapping method,
combined with Schneider's method, and the updated variational method also
manage to give an idea of what the real relative permittivity and loss tan-
gent values could be. The upgraded variational method, however, even if
it returns values slightly closer to electromagnetic map extraction method
for intermediate permittivities (εr = 3 ÷ 5), can provide dielectric constant
values too low and close to 1 in cases where a low relative dielectric constant
material is being measured (εr = 1.2 ÷ 1.6). The processing times are also
very high compared to all other methods, which makes it �inconvenient� for
carrying out preliminary analyzes. To reduce the analysis times it may be
better to use the conformal mapping method (in the case of relative dielectric
constant values 6 5), and then move on to the use of the electromagnetic
map extraction method. As regards the extrapolation of the loss tangent
value, the Svačina and Schneider mixed method is the one that among the
analyzed methods, is closest to the real values.
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Chapter 5

Microwave Micro�uidic Sensors

for Medical and Chemical

Analysis

5.1 Introduction

The novel medical and healthcare applications involving in situ diagnosis
systems (e. g., Point-of-Care testing systems) for rapid detection and di-
agnosis of diseases and biomedical surveillance systems for monitoring vital
health parameters demand for new generation of compact, cost e�ective and
reliable sensors. The objective is the development of high sensitive and ac-
curate biosensors that permit to perform biochemical analysis with the same
reliability of the bioanalytical laboratories and with the advantage of using
extremely small volume of the samples. A class of sensors suitable for that
kind of applications is based on micro�uidic systems that exploits di�erent
technologies [1]. Optical and electronic technologies are largely used for im-
plementing the detection part of micro�uidic sensors nevertheless, microwave
and radio frequency techniques have also been exploited recently. Microwave
sensors rely either on the measurement of relative permittivity and conduc-
tivity of the sample or the detection of their variation as a consequence of
changes of the analyte. The most sensitive microwave sensor devices are
based on resonant structures like cavities, rings and metamaterial inspired
shapes [2], [3]. The resonant frequency and the merit factor of the resonator
are the measuring values used to perform the analysis of the sample. The
sensitivity depends on the value of the merit factor and on the rapidity of the
change of the resonant frequency with respect to the variation of the analyte.
In this chapter simple micro�uidic microwave sensors that have the poten-
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tiality to be used as disposable sensors in chemical and biological analysis are
described. The basic sensor structure is �at and very thin, it is based on a
microstrip structure to be speci�cally realized using 3D printing technology
or assembling minute parts constructed in advance. The behaviour of this
type of sensors have been analysed by means of numerical methods showing
a good performance in di�erentiating a large class of analytes from chemical
solvents to aqueous solutions and organic liquids. Low-cost laboratory pro-
totypes have been developed and the experimental measurements con�rmed
the simulated performances.

5.2 Design and theoretical considerations

Planar, and in particular microstrip transmission lines, are largely exploited
to measure the dielectric properties of laminated materials using resonator
methods and resonant-perturbation methods. In case of resonant methods,
the material under test is used as the substrate and the properties of the
material are calculated from the resonant frequency and quality factor of the
resonator [4]. In a resonant-perturbation method, the sample under test is
brought close to a microstrip resonator, and the properties of the sample
are derived from the change of resonant frequency and quality factor of the
resonator due to the presence of the sample [3]. The idea is to modify the
T-resonator method shown in [4] into a resonant-perturbation method able
to detect the characteristics of the liquids inside a micro�uidic channel. As
shown in Fig. 5.2.1, the T-resonator is actually an open-end transmission-line
stub that resonates approximatively at odd-integer multiples of its quarter-
wavelength frequency and gives a transmission coe�cient S21 having a band-
stop response. Near the resonance the S21 is

S21 =
2Zin

2Zin + Z0

(5.2.1)

where Z0 is the characteristic impedance of the measurement transmission
line. Zin is the equivalent input impedance of a series lumped resonant circuit
representing the behavior of the stub, i.e.,

Zin = R0

(
1 + j2Q0

∆ω

ω0

)
(5.2.2)

where Q0 is the unload Q-factor of the resonator, ω0 is the resonant
frequency and 2∆ω is the �twice power� bandwidth for which the magnitude
of S21 is equal to its minimum value times the square root of 2. That resonator
permits to determine the e�ective dielectric constant of the substrate under
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Figure 5.2.1: Schema of microstrip T-resonator (a) and its equivalent circuits
(b)-(c).

test (i.e. the substrate where it is placed on) through the resonant frequency
and the known length of the stub. The measured Q-factor togheter with the
calculated e�ective dielectric constant permits to determine the transmission
line attenuation.

Making the substrate (hosting the stub) inhomogeneous by introducing
under the stub line, inside the substrate material, a micro�uidic channel we
perturb the behavior of the resonator by changing the local dielectric proper-
ties of the material as shown in Fig. 5.2.2. The �rst e�ect of the perturbation
is the changing of the resonant frequency, in fact the channel under the stub
changes the capacitance to ground of the microstrip which is very sensitive
to the dielectric properties of the material inside the channel. Evidently, the
measurement of the changing of the resonant frequency permits to distin-
guish among di�erent materials inside the channel. The measurement of the
Q-factor is an additional information that account for the losses of the ma-
terial inside the channel even though it is not directly exploitable because of
the losses of the surrounding substrate. To minimize the undesired losses of
the substrate and in order to increase the strength of the electric �eld inside
the channel we resort to a substrate having a honeycomb structure.

An ad-hoc substrate including both the honeycomb structure and the
micro�uidic channel has been realized using a 3D printer as shown in Fig.
5.2.2. The material of that substrate is a Polylactic Acid (PLA) polymer
resin, the diameter of the channel is about 0.5 mm while the thickness of the
substrate is about 0.8 mm. The ground and the microstrip line are made of
adhesive copper.
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Figure 5.2.2: Design of micro�uidic sensor. The micro�uidic channel is con-
nected to external tubes by means of special connectors. The substrate is a
honeycomb structure. On the right side the realized prototype is depicted.

5.3 Preliminary numerical and experimental re-

sults

The proposed micro�uidic sensor has been modelled by means of numerical
tools (CST Microwave Studio [5], Altair FEKO [6]) in order to determine its
behavior and to improve its sensitivity by tuning the characterizing param-
eters. The model accounts for the permittivity of the 3D-printed substrate
that has been measured in advance by means of the ring-resonator method
[7]. Fig. 5.2.3 shows the calculated transmission coe�cient on a large band-
width including both the �rst and the second resonant mode. The micro�u-
idic channel has been �lled with di�erent (organic and aqueous) materials as
shown in the legend of Fig. 5.2.3. Each material is distinguished from the
others by the frequency of the minimum of the S21 and for the width of the
twice power band. Both resonant modes permit to have a clear distinction
of the materials but the resonant mode at higher frequency permits to have
a better resolution since the peaks of the minima are spread over a larger
bandwidth (about 1.5 GHz).

Fig. 5.3.2 shows the measured transmission coe�cient in case of 6 aqueous
and solvent liquids. The minima of the transmission coe�cients do not corre-
spond in frequency to the simulative results (of Fig. 5.3.1) because the length
of the stub is shorter than the simulated one (to include only one resonance).
It's worth observing the ability to discriminate with good resolution di�erent
kind of water: distilled water, tap water and physiological saline water. That
behavior makes us con�dent to use the sensor in real applications.
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Figure 5.3.1: Transmission coe�cient over a bandwidth including the �rst
two resonant modes.

Figure 5.3.2: Measured transmission coe�cient for the realized micro�uidic
sensor in case of 6 di�erent materials inside the channel. The insets report
the values of the peaks of minima.
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5.4 PLA material considerations

Polylactic acid (PLA), used in the construction of the micro�uidic sensor,
is a polyester polymer produced by the condensation of lactic acid that is
derived from microbial fermentation of renewable agriculture resurces. As
reported in various studies in literature PLA plastics are very sensitive to
moisture and heat [8]-[12]. In [8], the temperature and humidity resistance
properties of PLA were studied for di�erent types of plastics, �nding that the
greatest strength was obtained for those materials whose molecular density
had been increased. However, whitin a few weeks there was still a structural
deterioration of the plastic material. Very similar results are also reported
in [9], in which the analysis was conducted considering also the direct e�ects
that water, in its liquid state, causes on the molecular stability of PLA.

In our case, PLA was used for the realization, not only of the honeycomb
substrate of the sensor, but also of the micro�uidic channel in which the
liquids to be analyzed are made to �ow. Based on what has been said, there
was a risk that as the number of measurements made increased, the device
could lose reliability during the measurement phase. This aspect was found
during the measurement phase, in which it happened not to obtain, for the
same liquid, a representative resonance frequency identical to that measured
the previous time. For this reason, and as reported in chapter 4, it was
decided to proceed towards the realization of another low-cost micro�uidic
sensor with unconventional substrates for the microwave frequency band.

5.5 New low-cost microwave micro�uidic sen-

sor

To overcome the problems associated to the use of PLA, it was necessary to
choose a material that would permit to realize a low cost and low environ-
mental impact device. From the data reported in Table 4.17, the choice fell
on the cardboard, as it had very low dielectric constant and losses (εr = 1.28,
tan δ = 0.0065). As in the case of honeycomb PLA, even the common card-
board has periodic structures inside it that allow air to �ow inside. This
feature then allowed the application of a small chemical laboratory glass
tube, having internal and external diameters respectively equal to di = 0.5
mm, do = 1 mm. As in the case of PLA sensor, the presence of cavities inside
the cardboard would allow the application of multiple channels in order to
carry out simultaneous analysis of di�erent liquids at multiple frequencies.
The thickness of the cardboard chosen was 1.7 mm, while the conductive
parts were in 0.035 mm thick copper. Fig. 5.5.1 shows the layout of the new
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Figure 5.5.1: Cardboard based micro�uidic sensor drawing.

Table 5.1: Geometrical values of proposed micro�uidic sensor parts in mil-
limeters.

micro�uidic sensor, while Table 5.1 shows the �nal dimensions of the various
parts that make up the device.

The micro�uidic sensor having the characteristics just described was sim-
ulated in CST Microwave Studio environment. For the glass tube, present
inside the substrate εr = 4.82, and tan δ = 0.0054 have been set. The simu-
lation was made with a frequency domain analysis using the Finite Element
Method (FEM) which better allows to analyze the resonant structures. Fig.
5.5.2 depicts the results of simulation, which show the lower and upper lim-
its of the frequency band within which the resonance peak can move as the
dielectric characteristics of the material that �ow inside the tube vary. The
resonance frequency obtained in the case of an empty pipe (air inside it) is
found at 7.56 GHz, while in the case of distilled water (εr = 68.49, σ = 11.11
[S/m], at 20 °C) the resonance frequency is at 7.34 GHz.

Given the ability to detect the presence of di�erent types of liquids inside
the micro�uidic tube, the set goal for this new sensor was to be able to
detect di�erent concentrations of solute within solutions where the solvent
was distilled water. Speci�cally, solutions based on sodium chloride (NaCl)
were analyzed.
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Figure 5.5.2: Simulated transmission coe�cient of the new micro�uidic sen-
sor.

5.6 Sodium cloride micro�uidic analysis

5.6.1 Numerical results

In order to be able to estimate the sensor's ability to distinguish the di�erent
concentrations of sodium chloride (NaCl) whitin a solution whose solvent
was distilled water, electromagnetic simulations were performed. In order to
be able to insert the correct dielectric constant and conductivity values of
the liquid to be analyzed in the simulator, reference was made to the model
describer by Stogryn [13].

The electrical conductivity is obtained starting from the de�nition of
frequency-dependent dielectric constant:

ε (ω) = ε
′
(ω)− jε

′′
(ω) = εr (ω)− j

σ (ω)

ε0 · ω
(5.6.1)

where ω = 2πf , εr is the relative dielectric constant corresponding to the
real part ε

′
, ε0 is the dielectric constant of vacuum, and σ is the electrical

conductivity.
As can be seen from (5.6.1), the electrical conductivity is related to the

imaginary part of the frequency-dependent dielectric constant and thus de-
scribes the losses of the material. Considering only the imaginary part of the
dielectric constant ε (ω) it is possible to derive the electrical conductivity:

σ (ω) = ε0ε
′′
ω (5.6.2)

The Stogryn model very faithfully describes the trend of the real and
imaginary parts of the dielectric constant of saline solutions, also taking into
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Table 5.2: Saline solutions considered.

account the temperature: in our case we have set T = 20 °C. Fig. 5.6.1 show
the trends of the relative dielectric constant and of the electrical conductivity
of the water as the frequency varies for di�erent quantities of sodium chloride
dissolved in it (number of moles per liter). For convenience, the conversion
formula from mol/# to g/# is reported (where # is the volume expressed in
liters or its multiples or submultiples):

Cmol =
Cg

m
(5.6.3)

where Cmol is the molar concentration, Cg is the mass concentration, and
m is the molar mass which in the case of NaCl is equal to 58.44. In Table
5.2 the quantities of solute considered in mol/l and in g/l are reported.

The curves shown in Fig. 5.6.1 (a-b) were imported into the electromag-
netic simulator and simulations were carried out for each molar concentration
shown in Table 5.2. The results are reported in Fig. 5.6.2, where the e�ect
produced by the salt concentration inside the acqueous solution can be seen.
As the NaCl concentration increases, the resonant frequency increases. This
e�ect is linked to the variation of the relative dielectric constant and the
electrical conductivity. As the presence of NaCl becomes more sustained,
the permittivity of the liquid decreases, while the conductivity increases (for
constant temperature). The relative dielectric constant and electrical con-
ductivity values of the various solutions obtained from the Stogryn model
are shown in Table 5.3.

5.6.2 Measurement results

The new micro�uidic sensor was made on a cardboard substrate on which the
metal parts (T resonator and ground plane) were made of adhesive copper
with the aid of a cutting plotter. The measurements of the various saline
solutions were carried out in the laboratory thanks to Anritsu MS46122B

160



Figure 5.6.1: Stogryn trends for a sodium chloride quantity variation in a wa-
ter solution at 20 °C: (a) relative dielectric constant, (b) electric conducibility
[S/m].
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Figure 5.6.2: Simulation results. (a) Transmission coe�cients as salinity
changes, (b) zoom on resonance peaks.

Table 5.3: Dielectric parameters of the various saline solutions obtained
thanks to the Stogryn model. Simulation results.
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Table 5.4: Dielectric parameters of the various analyzed solutions obtained
thanks to the Stogryn model. Measurement results.

vector network analyzer. The sensor and the measuring system are shown in
Fig. 5.6.3. In order to insert the small quantities of liquid inside the glass
channel, small medical syringes were used (one for each solution). After each
measurement, the channel was washed with distilled water and dried with
compressed air, in order to leave nothing of the previous liquid.

Fig. 5.6.4 shows the results obtained by measuring the transmission co-
e�cients obtained by the sensor as the NaCl concentrations in the solution
vary. As it is possible to see, the results are very similar to those obtained
in simulation. If we exclude a slight shift in frequency, probably due to the
e�ect of the presence of the SMA connectors, and soldering that could have
introduced parasitic capacitance on the ports of the device, a behavior similar
to that seen in the simulation phase was obtained.

Thanks to the Stogryn model it was possible to estimate the dielectric
characteristics of the various solutions used in the measurement phase (see
Table 5.4).

5.7 Conclusions

The study has investigated the design of a micro�uidic sensor based on mi-
crostrip T-resonator. The sensor has been realized using a 3D printing tech-
nique, it has a compact and thin structure allowing a useful channel of about
12 µl. Numerical and experimental results show a very large variation of the
resonant frequency passing from low permittivity low loss liquids to water
based liquids. Given the goodness of the results obtained, we wanted to use
the sensor to identify the percentages of a known solute dissolved in an ac-
queous solution. Considering the poor resistance properties of PLA to the
presence of water and humidity, it was decided to create a new low-cost sen-
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Figure 5.6.3: Microwave micro�uidic cardboard based sensor (top). Mea-
surement setup (down).
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Figure 5.6.4: Transmission coe�cients as salinity changes. (a) Measurement
results at 20 °C, (b) zoomed version of the measured results.
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sor in cardboard, with a micro�uidic channel made with a small tube used in
chemical laboratories. Through the results obtained during the simulation
phase, then con�rmed by the measurements, the ability of the instrument
to be able to detect small variations in the concentration of dissolved solute
in an acqueous solution was evident. The structure of the sensor permits to
include multiple micro�uidic channels allowing the simultaneous analysis at
di�erent frequencies and/or di�erent analytes.
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Chapter 6

An RFId-Based Breaking Test

Sensor

6.1 Introduction

The growth of connectivity in the last decade and the introduction of the
Internet of Things (IoT) concept have made it necessary to rapidly increase
the development of pervasive sensors [1]. As already mentioned in Chapter
1, Radio Frequency Identi�cation (RFId) technology is playing an important
role in many sectors, thanks to its widespread use in logistics. A typical
RFId system is represented in Fig. 6.1.1.

As it is possible to see, a typical RFId system is composed of one or
more trasponders (tags) placed on the objects or in the environments from
which we need to obtain information, an interrogator (reader) capable of
interrogating the tags, and a system for the collection and processing of the

Figure 6.1.1: Principle diagram of an RFId system.
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received data. The types of tags can be grouped into three large families:

� active tags: they contain an embedded power source and a CPU1 that
allows autonomous data processing. They have an active transmitter
on board and take the energy necessary for data transmission directly
from the battery. This means that the tags can communicate with the
readers even at a great distance (in some cases even for distances of a
few kilometers);

� semi-passive tags: they are equipped with a battery used only to power
a microchip (which allows to perform more complex functions and to
operate even when the reader is not transmitting) or other auxiliary
sensors, but not to power the actual communication device. In this lat-
ter aspect they are very similar to passive tags. The advantage of using
these tags is that of being able to mount higher capacity memories (also
rewritable); an example of application would be that of environmental
sensors for monitoring temperature, pressure and movement;

� passive tags: they have no power supply and derive the energy for
operation from the RF signal (generally from the carrier) coming from
the reader. The operating principle of these tags can be summarized in
two main phases: one where the tag collects energy and remains silent,
and the other where it responds to the reader query by releasing the
energy accumulated in the �rst phase. The various blocks that make
up this type of transponder concern the antenna, the signal receiver,
the power supply, and the transmission. Low maintenance costs make
this type of tag a great choice for many applications, even if their
communication range and computing capabilities are limited. Their
sizes vary from a few tens of mm2 (in the UHF2 operating band (300
MHz - 3 GHz)) up to a few microns.

Each of these types of tags has its own �elds of application and research lines
have been developed for each of them. Recent examples of RFId systems and
devices that perform sensing and data logging using a wireless powered data
logger are reported in [2] and [3], while [4] describes a battery-assisted two-
chip data logger for packaging surveillance applications. Another example of
use of RFId active sensors is reported in [5]. While on the one hand the active
and semi-passive sensors present advanced performances allowing the digital
recording of sensor data and the possibility to manage a storage memory, on
the other hand they include batteries and/or complicated energy harvesting

1CPU: Central Processing Unit.
2UHF: Ultra High Frequency.
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circuits for powering the processing unit on board (usually a microcontroller).
From a pervasive point of view they are not the best solution as their con-
struction and maintenance costs would become prohibitive. In the lastest
years, passive RFId sensors, instead, collecting a steady increase in interest
thanks to the lower cost and to the long lifetime, which are possible because of
the absence of the battery and of complicated circuitry. The basic operation
principle [6] requires a sensor or a sensor-like component capable of modi-
fying the antenna properties (e.g., the impedance or the gain) of the RFId
tag. Such variation can be remotely detected and stored by interrogating the
RFId sensor tag with a reader and by processing the backscattered signal.
This method brings the advantage of simplicity and low cost, even if the
use of passive sensors implies a communication degradation due to varying
impedance or gain. A tradeo� analysis for the two contrasting requirements
can be found in [7], with guidelines to minimize the communication degra-
dation while amplifying the power oriented sensing. In recent years, it has
been shown how mutual coupling e�ects between two closely spaced tags can
help in compensating the impedance variation due to the sensing process [8].
Engineered coupling can enable a stable communication while at the same
time obtaining sensing through variations of the phase of the RFID signal.
In that case, the two antennas played as transducers themselves converting
the change of the environment into a controlled modulation of the backscat-
tered signal. In other implementations, instead, it is preferred to include a
speci�c sensor into the antenna, for instance a lumped element, in order to
provide a more speci�c detection of the physical phenomenon. Some exam-
ples are humidity-sensor polymer drops [9], thermistors [10], and substrates
[11] comprising vapor-sensitive polymers.

In [12] a generic synthesis methodology suitable for RFId tags with an
embedded lumped sensor that rely on phase monitoring. The phase of the
backscattered system is mathematically manipulated to make explicit the
e�ect of the change of the impedance of the lumped sensing element. A
suitable pole/zero representation, originating from the multiport tag theory
[13], [14], allowed to formalize a constrained synthesis of the RFId tag to
balance the minimum allowed read range with the dynamic range of the
phase sensing.
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Figure 6.2.1: Representation of a 2-port sensor: one port is connected to an
RFId chip and the other is connected to a variable passive sensor.

6.2 Mathematical formulation of 2-port tag re-

sponse

In this research work we wanted to exploit the mathematical representation
reported in [12] for 2-ports scatterers such as those reported in Fig. 6.2.1.

As can be seen from Fig. 6.2.1, one port is connected to the RFId mi-
crochip and a second port is connected to a variable load, i.e., the passive
lumped sensor of impedance ZL. The radiating part of the structure could
be implemented as either two strongly coupled scatterers or by a unique
conductor provided with two terminals. In both cases, due to the electro-
magnetic coupling among the two ports, the variation of the impedance of
the load will in�uence the induced current over the whole system and thus
the power collected by the microchip. As a result, the amplitude and phase
of the backscattered signals will be accordingly modi�ed.

6.2.1 Phase response

As indicated in [12], the antenna mode signal due to a 2-port RFId tag can
be expressed in terms of impedance matrix and chip impedance as in [8]. If
we consider the two ports of the tag (named n and m) as su�ciently close to
each other in order to be electromagnetically coupled. Port n is associated
to an UHF microchip, while the port m is teminated on a load, which is
variable according some receptor. The signal received at the reader due to
antenna mode can be written as
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V
ON/OFF
R,(n) (Ψ) =

Znn + Zmm − 2Zmn + ZL (Ψ) + Z
ON/OFF
Cn(

Znn + Z
ON/OFF
Cn

)
(Zmm + ZL (Ψ))− Z2

mn

· f (r) (6.2.1)

where Zmn {m, n = 1, 2} are, respectively, self (m = n) and mutual (m ̸= n)

impedances, Z
ON/OFF
Cn and ZL (Ψ) = RL (Ψ) + jXL (Ψ) are, respectively, the

chip impedance in the two ON and OFF states and the load impedance on
port m, with Ψ the analyte, i.e., the physical parameter to monitor. f (r)
is a function whose phase only depends on the reader-to-tags distance r and
on the e�ective heights of tags and reader

f (r) ∝
(

λ

4πr

)2

GRR
rad
n Gn

(
ĥn · ĥR

)2√
PinP rad

R /2 (6.2.2)

where λ is the wavelength, Pin is the power supplied by the reader, Rrad
R ,

ĥR, and Gn are instead the radiation resistance, the polarization unitary
vector and the radiation gain of the tag antenna when the port m is in open
circuit condition.

The phase measured by the RFId reader can hence be written as

φn [ZL (Ψ)] = arg
{
V OFF
R,(n) [ZL (Ψ)]− V ON

R,(n) [ZL (Ψ)]
}

(6.2.3)

where the dependence from ZL (Ψ) has been made clear.
It is assumed that the radiating body has a symmetric geometry with

respect to the two ports, hence Z11 = Z22 = ZS and Z21 = ZM . Phase
becomes, therefore

φn [ZL (Ψ)] = arg

{
− 2Zs − 2ZM + ZL (Ψ) + ZOFF

Cn

(ZS + ZOFF
Cn ) (ZS + ZL (Ψ))− Z2

M

(6.2.4)

+
2Zs − 2ZM + ZL (Ψ) + ZON

Cn

(ZS + ZON
Cn ) (ZS + ZL (Ψ))− Z2

M

}
+ φ0

φ0 = arg {f (r)} can be considered a constant with respect to variations
of ZL (Ψ), because the polarization unitary vector ĥn in (6.2.2), is de�ned
when portm is in open circuit and thus it does not depend on the load of port
m. Moreover, if the measurement setup is kept �xed along with the sensing
process, φ0 will not vary at all (it only depends on the distance between
reader and tag).

The variations of the phase will be due only to variations of ZL (Ψ) and
hence information on such load variations will be remotely retrievable by
measuring the phase of the tag as received by the reader.
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6.2.2 Amplitude response

On the other hand, communication properties for downlink limited passive
systems are controlled by the realized gain, which can be conveniently ex-
pressed in the following form [15]:

G̃n [ZL (Ψ)] = Gnχnτ̃n (6.2.5)

= Gnχn4R
ON
Cn R

rad
S

∣∣∣∣ ZS − ZM + ZL (Ψ)

(ZS + ZON
Cn ) (ZS + ZL (Ψ))− Z2

M

∣∣∣∣2
χn is the polarization factor and

τ̃n = 4RON
Cn R

rad
S

∣∣∣∣ ZS − ZM + ZL (Ψ)

(ZS + ZON
Cn ) (ZS + ZL (Ψ))− Z2

M

∣∣∣∣2
is the embedded power transfer coe�cient.
Equation (6.2.5) shows how also the realized gain depends on the variable

load of the sensing port m and will, therefore, need to be properly engineered
to avoid substantial degradation along the sensing process. It is worth clari-
fying that τ̃n is a mathematical function, di�erent from the conventional ratio
between the power absorbed by the chip impedance and the power collected
by the antenna.

Since the reader/tag is kept at �xed distance and the gains and e�ective
heights are de�ned in open circuit condition for port m, the realized gain
will only experience changes by means of variations of the lumped impedance
ZL (Ψ) of the sensor.

6.2.3 Pole/Zero representation

Equations (6.2.4) and (6.2.5) are the key equations for sensing and commu-
nication properties, respectively. After simple mathematical manipulations,
they can be rewritten in the more compact form

φn [ZL (Ψ)] = arg

{
d · [ZL (Ψ)− z]2

cONcOFF [ZL (Ψ)− POFF ] (ZL (Ψ)− PON)

}
+ φ0

(6.2.6)

τ̃n [ZL (Ψ)] =
4RON

Cn R
rad
S

|cON |2

∣∣∣∣ ZL (Ψ)− z

ZL (Ψ)− PON

∣∣∣∣2 (6.2.7)

where
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z = −ZS + ZM (6.2.8)

PON =
−
(
bON + a

)
cON

(6.2.9)

POFF =
−
(
bOFF + a

)
cOFF

(6.2.10)

and

a = (ZS + ZM) (ZS − ZM)

bOFF/ON =
(
ZSZ

OFF/ON
Cn

)
cOFF/ON =

(
ZS + Z

OFF/ON
Cn

)
d =

(
ZON

Cn − ZOFF
Cn

)
.

The performance features both for sensing and for communication can
hence be expressed in terms of poles (

{
PON , POFF

}
) and zeros (z), with the

purpose of allowing an esier and fully mathematical control of their trends.
It is worth noticing that (6.2.6) and (6.2.7) both have two coinciding zeroes.
Equation (6.2.6) has two di�erent poles PON and POFF , while (6.2.7) has
two coinciding poles in PON . The presence of poles in (6.2.7) may in theory
allow the τ̃n to be arbitrary large for a suitable choice of the load impedance
ZL (Ψ) (i.e., it may tend to in�nite). However, based on what has been said
in [12], this possibility vanishes for �sical feasible antennas and passive loads.
Indeed, a feasible antenna impedance [16] requires that:

� the self resistance RS > 0 due to passivity;

� the self and mutual impedance to be subjected to the constraints |RM | <
|RS|, |XM | < |XS|.

Accordingly, it has been proved numerically that the poles will always lay in
the negative resistance half-space of the complex load impedance plane. As
a consequence of the imposed constraints, also the zero z = −ZS + ZM will
have negative real part.

In such conditions, therefore, the embedded power transfer coe�cients
will never grow inde�nitely using only passive devices, as expected from
common sense: τ̃n in fact would tend to the pole only for negative values
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Figure 6.3.1: Example of τ̃n −φn nomogram over a complex ZL plane, when
z = −10 − j110 Ω and PON = −70 − j100 Ω and ZON

C = 15 − j135 Ω,
ZOFF

C = 150 Ω. Phase isolines are plotted every 25° while τ̃n isolines are

expressed in dB. The thick blue line indicates a qualitative
−→
ZL (Ψ) contour,

while the red line is the PON − z axis.

of RL, i.e. for negative load resistances, not admissible for passive devices.
Although poles and zeroes belong to the RL < 0 half-plane, nevertheless
they will in�uence the phase and power transmission coe�cient trends on
the half-plane RL > 0 as well.

6.3 The τ̃n − φn nomogram

The concurrent control of the variation of the phase of the backscattered
signal (sensing) and of the embedded power transfer coe�cient (communi-
cation) is here implemented through the representation of all the involved
functions over the complex plane of the load impedance. The response of
the lumped sensor to the physical parameter under observation can be hence

mapped on the ZL-plane as an oriented contour
−→
ZL (Ψ) = RL (Ψ) + jXL (Ψ)

with Ψ1 < Ψ < Ψ2, where {Ψ1, Ψ2} are the initial and �nal states of the
analyte as in [7]. By plotting the isolines of τ̃n and φn functions over the
ZL-plane, a nomogram is obtained (Fig. 6.3.1).

The dynamic range of the tag, in its behavior of phase-based sensor, and
its read distance are hence dependent on the intersection between the sensor

contour
−→
ZL (Ψ) and the τ̃n−φn nomogram. The position of poles and zeroes

on the ZL-plane will a�ect the shape and orientation of isolines and their
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Figure 6.3.2: τ̃n − φn nomogram over a complex ZL plane corresponding
to a di�erent position of zero and poles with respect to Fig. 6.3.1 (e.g.,
z = −5 − j200 Ω and PON = −20 − j100 Ω) that produces a near 90°
rotation of the PON − z axis (red line). Also in this case τ̃n isolines are
expressed in dB.

intersection with the
−→
ZL (Ψ) pro�le, and ultimately the device performance.

Phase and τ̃n isolines have approximately a simmetrical circular shape, in par-
ticular, the symmetry axis of τ̃n isolines lays on the conjunction line between
PON and z, while the phase, though having a more complicated behavior due
to its dependence also from POFF , has a symmetry axis almost perpendicular
to black that of τ̃n isolines. Since phase isolines are almost perpendicular to
τ̃n ones, phase and τ̃n exhibit di�erent trends along a speci�c path on the ZL

plane: for instance, if
−→
ZL (Ψ) draws a path that follows a single τ̃n isoline, it

will cross several phase isolines and vice versa.
A change in the position of poles and zero, which is controlled by the

electromagnetic interaction among the two ports of the sensor (ZS, ZM) and

by the chip impedance Z
ON/OFF
C , thus provokes a rescaling and a rotation of

the nomogram with respect to the contour
−→
ZL (Ψ) of the sensor response. For

instance, by perturbing the values of zeroes and poles of Fig. 6.3.1, the map
of Fig. 6.3.2 will be produced. Now, the symmetry axes of the nomogram are
rotated with respect to the previous case, due to ratation of the line between

PON and z. The result is that the contour
−→
ZL (Ψ) now intersects a region

with much denser isolines of phase and accordingly the τ̃n − φn response to
the physical parameter to monitor will be sharper than in Fig. 6.3.1. It is,
therefore, intuitive that the sensor's response and communication features
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can be mathematically manipulated by a proper placement of zero and poles
on the complex impedance plane.

6.4 Design method

The design method reported in [12] and used in this work, comprises two
steps:

� a mathematical placement of poles and zeros on the complex plane to
properly steer the τ̃n − φn nomogram;

� an electromagnetic design to shape a 2-port antenna having the re-
quired feasible impedance matrix that has been derived from the �rst
step.

The overall design is constrained to conditions over the sensing range and
minimum communication distance.

6.4.1 Design constraints

The placement of poles and zeroes in the ZL plane is subject to desired
requirements on sensing accuracy and communication distance. Such con-
straints are expressed in terms of minimum power transmission coe�cient
τ̃n,min

τ̃n,min =
pc,n(

λ
4πr0

)2
PinGnGRχn

(6.4.1)

that assures the required read range r0, and the minimum span of the
measurable phase variation △φn,min

△φn,min =
δφ

δΨ
(Ψ2 −Ψ1) (6.4.2)

that permits to achieve the required resolution δΨ in the measurement of
the analyte [6], δφ being the phase resolution of the reader.

The aim of the design is, therefore, a radio-sensor satisfying the following
conditions: {

φn [ZL (Ψ2)]− φn [ZL (Ψ1)] > △φn,min

τ̃n [ZL (Ψ)] > τ̃n,min

(6.4.3)

for the whole range of the sensing process, i.e. ∀Ψ ∈ [Ψ1, Ψ2].

178



6.4.2 Positioning of poles and zeros

In general, a fully numerical pole/zero search procedure [17], aiming at shift-

ing and rotating nomograms with respect to the sensor response
−→
ZL (Ψ) can

be applied to �nd the optimal parameters
{
z, PON/OFF

}
that satisfy the re-

quirements in (6.4.3). At each step of the search, self and mutual impedance
required for the 2-port tag are derived from (6.2.8) to (6.2.10) by using the
following formulas:

ZS,ω =
PONZON

C − z2

2z − PON − ZON
C

(6.4.4)

ZM,ω = ZS + z (6.4.5)

and conditions have to be enforced so that mutual impedances are phys-
ically meaningful, as discussed above.

In order to obtain reliable communication (i.e., high and stable τ̃n) and
�ne sensing (i.e., strongly variable φn) and thus satisfy the requirements in

(6.4.3), it is bene�cial that the path of
−→
ZL (Ψ) is far away from the position of

the zero where very low τ̃n values are expected and where the communication
should be accordingly very poor. On the other hand, having both τ̃n and φn a

common pole (PON), a path of
−→
ZL (Ψ) in its vicinity would guarantee strong

phase variation (as phase isolines are particularly dense in the vicinity of the
pole) and high τ̃n values. The two extreme cases of resistive and reactive
behavior of the sensor are reported in [12].

6.5 Rational of the Method

From the map of Fig. 6.5.1 that is the nomogram for the speci�c case of two
coupled half-wavelength dipole antennas (Fig. 6.5.2) we observe there are
di�erent zones useful for achieving a speci�c design objective.

Inside the green dotted region (RL < 0) there is a large zone where
the embedded power transfer coe�cient τn is larger than 0 dB. It may be
useful to improve the realized gain but requires a sensor done with active
components in order to obtain a negative input resistance. For that reason it
is not considered in this analysis that is restricted to the half-space RL > 0.
Nevertheless, for RL > 0 there is a small region with τn > 0 dB, highlighted
in yellow in Fig. 6.5.1, that can be exploited for passive sensors. The size
of that region depends mainly on the position of the poles and zeros, it
assumes its maximum possible extension in the limit the real part of the
poles and zeros approaches zero. The size of that region can be enlarged
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Figure 6.5.1: Interesting design regions: yellow τn > 0 dB, red 0 < τn < −4
dB.

Figure 6.5.2: Proposed couplet consisting of dipole antennas with T-match
circuit.
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only by means of a suitable design of the coupled antennas. A sensor that
varies a purely reactive input impedance is included within that yellow area,
i.e. the red path of Fig. 6.5.1 and can be designed using passive components.
That kind of sensor has the advantage of an improved realized gain but it
is not constant for di�erent values of the physical parameter to monitor i.e.
di�erent values of the input impedance of the sensor. On the contrary, to
obtain a constant τn it is required the input impedance of the sensor has
to have both resistive and reactive components following a path coincident
with a τn = const contour as highlighted by the light green line inside the
red region of Fig. 6.5.1. The impedances inside that red region have the
drawback to obtain τn < 0 dB but it is su�ciently high to not compromise
the realized gain. The dark green path on the boundary of the red region
has the peculiarity to correspond to a resistive sensor with a constant τn < 0
dB and a constant reactance.

6.5.1 Purely reactive sensor

Let us consider the design of a purely reactive sensor based on an open
circuit transmission line. In fact, the input impedance of an open circuit
transmission line is purely capacitive:

Zin = −jZc cot (βl) (6.5.1)

where Zc, β and l are, respectively, the characteristic impedance, the
propagation constant and the length of the transmission line. The input
impedance can change for two e�ects: the change of the length and the
change of the characteristic impedance. So that a simple capacitive sensor
can be realized if either or both Zc and l are depending on the physical
phenomenon to measure. Let us consider the case of a bi�lar transmission
line made with a good conductor (Fig. 6.5.3), its characteristic impedance is

Zc =
120
√
εr

· arcosh
(

d

D

)
(6.5.2)

where D, d and εr are the diameter of the wire, the distance between the
wires and the permittivity of the medium, respectively. Evidently, the change
of one or more of that parameters causes the change of Zc, in particular Zc

increases for increasing d and for the decreasing of D and εr as shown in Fig.
6.5.4 and Fig. 6.5.5.

The input impedance (6.5.1) is very sensitive to the change of the length
in particular when it approaches half-wavelength because of the rising of the
stationary wave over the line. Fig. 6.5.6 shows the input impedance (6.5.1)
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Figure 6.5.3: Design parameters of a bi�lar transmission line.

Figure 6.5.4: Zc for εr = 1, when the distance between the wires increases
and for di�erent values of the wire's diameter.
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Figure 6.5.5: Zc for d = 5 mm, when permittivity increases and for di�erent
values of the wire's diameter.

for a line in free space at frequency of 867 MHz and for di�erent values of
Zc.

A reactive �lter can be realized by associating the variation of the phe-
nomenon to be measured with the variation of one or more of the design
parameters above described. It requires a design strategy speci�c for the
particular physical phenomenon considered in order to achieve the desired
characteristics of the sensor. As an example we consider the design of a
breaking test sensor i.e. a sensor that permits to detect the arising and the
growth of a fracture in an object subjected to mechanical stress under con-
trolled conditions. For that purpose, we may exploit the variation of the
characteristic impedance of the transmission line by varying the distance be-
tween the two conductors when they are subjected to the movement of the
fracture. That structure, however, has the disadvantage of requiring a sliding
connection of the end points of the line to the antenna terminals that instead
are �xed. To avoid that drawback, we resort to a tapered transmission line
where two end points of the line are �xed to the antenna's terminals while
the rest of the line diverges under the movement of the fracture of the object
(Fig. 6.5.7).

The behaviour of a tapered transmission line can be modelled with a Ric-
cati's equation that has a not simple resolution in closed form. A numerical
model based on a method of moments, instead, permits a quick and accu-
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Figure 6.5.6: Input impedance Zin (real and imaginary parts) vs. the length
of a line having di�erent values of Zc at 867 MHz.

Figure 6.5.7: A tapered line realized by bending the wires by an angle α.
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Figure 6.5.8: Imaginary part of the input impedance Zin of a tapered trans-
mission line vs. the bending angle for di�erent lengths of the wires. For wires
made of good conductors the real part of Zin is negligible.

rate resolution as shown in Fig. 6.5.8. Wires made of good conductor as
copper are subjected to very low losses and therefore the real part of the
impedance has negligible values in the order of few ohm. The imaginary part
instead is not negligible and its sign depends on the length of the line, so it
is capacitive for lines long less than a quarter of wavelength and inductive
for lengths between a quarter of wavelength and half wavelength. In case
of capacitive impedance, it is interesting to observe that as the value of the
bending angle (α in Fig. 6.5.7) increases the reactance decreases because of
the increasing of the characteristic impedance of the line. From the results
shown in Fig. 6.5.8 it appears that the slope of the capacitive reactance is
higher for lengths of the line in the nearness of λ/6, so that it may be taken
as a reference length to develop the breaking test sensor.
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Figure 6.5.9: Schema of the breaking test sensor: (a) RFID couplets; (b)
tapered transmission line behind the material under test (c). L length of the
line, lp distance of the anchor point.

6.5.2 Breaking-test sensor

A schema of the breaking test sensor is shown in Fig. 6.5.9, it is composed
of an RFID couplet (a), the tapered transmission line (b) and the material
under test (c).

Couplet geometries and relative dimensions are reported respectively in
Fig. 6.5.2 and in Table 6.1. These values were obtained through the synthesis
process described in [12], where the authors tried to obtain values of ZS and
ZM (ZS = 35 + j208 Ω, and ZM = −6 − j56 Ω), as close as possible to the
desired values ZS,ω and ZM,ω(ZS,ω = 26 + j192 Ω, and ZM,ω = −13 − j48
Ω), at the frequency fRFId = 867 MHz. The �rst dipole that compose the
couplet is connected to the NXP G2XM RFId chip [18] (ZON

C = 16 − j156
Ω, and ZOFF

C = 150 Ω at fRFId = 870 MHz). The divergence of the couple
of wires depends on both the largeness of the fracture and the position of
the �xing point along the line, i.e. lp in Fig. 6.5.9 so that the distance lp
is a further degree of freedom that permits the tuning of the sensibility of
the sensor. We can de�ne, in fact, the sensibility as the ratio between the
variation of the measured quantity, i.e. the phase φ of the backscattered
signal, and the variation of the quantity under test, i.e. the largeness p of
the fracture. The decreasing of lp permits to increase that ratio, i.e. S = ∂φ

∂p
,

as it will be demonstrated later on.
The input reactance vs. the bending angle (α) for a line long L = λ/6
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Table 6.1: Couplet geometrical values in millimeters.

Table 6.2: Sensibility S and resolution as lp varies.

@ 867 MHz is shown in Fig. 6.5.10, it spans from about -120 Ω to -190
Ω for a variation of the bending angle from 0 to 5 degrees. The real part
of the input impedance instead has a negligible value. The collocation of
that reactance over the nomogram of the considered RFID couplet is shown
in Fig. 6.5.11, it is almost all within the region with τn > 0 dB (the part
outside that region corresponds to the interval 3.5° - 5°). The variation
of the backscattered phase and the corresponding embedded power transfer
coe�cient are shown in Fig. 6.5.12 and Fig. 6.5.13, respectively. The phase
spans over an interval of about 80 degrees with an almost linear variation
while the coe�cient τn has a not monotonic behaviour being it maximum
(about 2 dB) for bending angles in the nearness of 1 degree while it decreases
linearly becoming negative for angles larger than 3.5 degrees. The variation
of the phase of the backscattered �eld vs. the displacement of the fracture
is shown in Fig. 6.5.14 for di�erent values of the length lp, in particular
lp = λ/6 corresponds to the case of material under test �xed at the end points
of the line while shorter lengths corresponds to �xing points in intermediate
positions. Evidently the sensibility S = ∂φ

∂p
doubles by halving lp as shown

in Table 6.2.
The phase measurement is a�ected by the noise that typically introduces

an uncertainty of about +/-5° while an o�-the-shelf reader typically has a
measurement accuracy of about +/-3°, the smallest change that can be mea-
sured i.e. the resolution is strongly a�ected by the sensibility. In case of
sensibility of 16°/mm the resolution is about 0.3 mm while it improves to
0.15 mm and 0.1 mm for S = 32 and S = 53, respectively.
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Figure 6.5.10: Reactance of a λ/6-long tapered transmission line vs. the
bending angle. lp = L.

Figure 6.5.11: Collocation of reactance of Fig. 6.5.9 (red segment) on the
nomogram.
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Figure 6.5.12: Phase variation vs. bending angle.

Figure 6.5.13: Variation of the embedded power transfer coe�cient vs. bend-
ing angle.
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Figure 6.5.14: Variation of the phase vs. fracture displacement for di�erent
values of lp.

6.6 Measurement results

The above described breaking test sensor has been realized and tested in
laboratory under controlled condition (Fig. 6.6.1). The length of the bi�lar
line is about 5.5 cm i.e. about λ/6, it is realized with copper wire having 0.8
mm of diameter and it soldered to the free terminals of the RFID couplet.
An arm of the bi�lar line is glued to a narrow strip made of polypropylene
that is connected to a sliding small wooden jig by means of paper support.
The jig is moved by means of a di�erential screw having sub-millimeter step
(not visible in the picture) while it moving permits to increase or decrease
the distance between the two wires. The sensor is placed on a wooden table
while the reader's antenna is at a distance of about 50 cm from it with the
input power at 16 dBm.

In a �rst experiment the plastic strip has been �xed at the free end point
of a wire, it is moved by rotating the screw while the other wire remains
standing. The phase and the RSSI3 of the backscattered signal are collected
for a set of di�erent distances between the standing and moving end points
of the line. For each distance the measured value is obtained as an average
among 10 independent interrogations. Results are shown in Fig. 6.6.2 and

3RSSI: Received Signal Strength Indication.
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Figure 6.6.1: Picture of realized prototype connected to the sliding jig (left).
Realized prototype sensor in the RFId interrogation scenario (right).

Fig. 6.6.3 where error bars concern the standard deviation of the measure-
ments. The phase (Fig. 6.6.2) shows a monotonic behaviour over an interval
of about 65 degrees for a variation of the distance between the end points
between 0 and 4 mm. In average the slope of the curve interpolating the set
of measured data is about 16 °/mm and corresponds to the theoretical value
shown in Table 6.2. For �xed input power at the reader's antenna, the col-
lected RSSI is proportional to the embedded power transfer coe�cient, Fig.
6.6.3 shows the collected RSSI has a behaviour similar to the theoretical one
shown in Fig. 6.5.12. The experiment has been repeated �xing the plastic
strip in the middle of the wire, i.e. it halves the length lp , results are shown
in Fig. 6.6.4 and Fig. 6.6.5 for phase and RSSI, respectively. Evidently, the
slope of the phase is about 32°/mm con�rming the theoretical value shown
in Table 6.2 while the RSSI remains almost unchanged.

6.7 Conclusions

In this chapter a new method for the design of a completely passive RFId
tag for breaking test of materials has been described. Starting form the
mathematical formulation that makes the behavior of a generic 2-port device
representable, the goal was to synthesize the tag through the matrix repre-
sentation of its intrinsic impedances. Thanks to this method it was possible
to represent and interpret the phase and amplitude response (in terms of
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Figure 6.6.2: Measured phase vs. the distance between the end points of the
line. Error bars show the standard deviation of the measurements.

Figure 6.6.3: Measured RSSI vs. the distance between the end points of the
line. Error bars show the standard deviation of the measurements.
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Figure 6.6.4: Measured phase vs. the distance between the middle points of
the line. Error bars show the standard deviation of the measurements.

Figure 6.6.5: Measured phase vs. the distance between the middle points of
the line. Error bars show the standard deviation of the measurements.
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gain) of the 2-port device, allowing stronger control in the design phase of
the tag/device. The resulting τ̃n−φn nomogram is the map through which it
was possible to synthesize the couplet composed of two dipoles with T-match
circuits, which together with the chosen RFId chip, led to the realization of
the basic structure of the proposed passive tag. Through the study of the
possible behaviors carried out on the τ̃n − φn nomogram it was decided to
use the tag as a sensor for the breaking test of materials. In particular,
by analyzing the behavior of the impedance of the port left free, a pair of
copper-based �liform conductors were �nally applied in order to detect the
impedance variations obtained as a result of the spreading apart of the two
terminals themselves. The spreading would emulate the behavior that would
occur following a breakage of the material under test. The prototype was
interrogated with a reader placed 50 cm from the sensor in the laboratory.
The measurements con�rmed what was achieved in the study analysis phases
carried out during the simulation phase.
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Chapter 7

Switchable Low Noise Ampli�er

7.1 Introduction

A low noise ampli�er (LNA) is a particular type of ampli�er that is usually
used in the receive chains in a data transmission / reception system. Its task,
in fact, is to amplify the weak signals picked up by the antenna by introduc-
ing as little noise as possible. In fact, in the path between the transmitting
and receiving antenna, the signal is attenuated due to the distance and losses
introduced by the transmission medium. The goodness of a LNA is estab-
lished mainly on the basis of the Noise Figure (NF ) parameter expressed in
decibels, whose typical values are NF = 1 ÷ 2 [dB]. Other important pa-
rameters to consider during the design phase are the gain (e. g. 10 [dB]), a
large inter-modulation and compression point (IP3 and P1dB, respectively),
the stability over the widest possible frequency band, and a good impedance
matching on the input and output ports so as to ensure maximum power
transfer for the incoming and outgoing (ampli�ed) signal in the ampli�er.

This chapter will describe a particular operating technique for the LNA:
the switching technique. If we refer to Fig. 7.1.1, which shows the block
diagram of a receive-transmission system in which the antenna can be used
both to transmit (Tx) and to receive (Rx), it can be seen that a switch is
needed to allow switching from one block to the other.

In Fig. 7.1.2, an example of a 2.4 GHz microwave switch is shown. As
it is possible to see, it is composed of three branches: the branch for the Tx
part of the system, the branch for the Rx part of the system, and the antenna
branch. The PIN diodes, which are usually used in this type of circuits, are
used to allow the passage from the Tx branch to the antenna in the case of
transmission, avoiding allowing the signal to reach the Rx part of the chain
(where the LNA is contained) and vice versa. The isolation implemented by
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Figure 7.1.1: Block diagram of a receive-transmission chain with single an-
tenna. A microwave circulator could also be used instead of the switch.

the switch is in any case not in�nite, and therefore there will always be e�ects
due to the tansmitted signals on the Rx branch and vice versa. Furthermore,
the switches are made with components that still introduce noise, as well as
the copper microstrips that connect them together.

The idea is precisely to introduce an LNA with switching capability in
order to eliminate the switch. Obviously on the transmission chain it is
necessary to have a power ampli�er (PA) with the same skill.

7.2 Design parameters of a Low Noise Ampli-

�er

In a radio communication system it is very important to try to have as little
distortion in reception as possible on the signals sent from the transmitting
side. The LNA is therefore the most important device in the reception chain
as it has the dual function of amplifying the very weak signals sent by the
transmitting system and introducing as little noise as possible. In the mi-
crowave frequency range, ampli�er design involves the careful balancing of
numerous design parameters that determine their correct operation. The
most important are:

� the noise �gure (NF ), whose typical values usually must not exceed 1
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Figure 7.1.2: Example of a 2.4 GHz microwave switch: (a) concept circuit,
(b) realized circuit.
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- 2 dB, which precisely characterizes this type of ampli�er;

� stability: in the microwave range, the circuit must be stable over the
entire frequency range, as if this condition is not respected oscillations
could occur which would compromise the functioning of the LNA;

� the gain typically not less than 9 - 10 dB in single stage;

� good impedance matching to the input and output ports of the am-
pli�er, to ensure that the signal that arrives and that, once ampli�ed,
leaves the LNA reaches its destination as less attenuated and distorted
as possible.

7.2.1 Noise in ampli�ers

The noise generated inside an ampli�er becomes a problem when the signal to
be ampli�ed has such a small amplitude that it is confusing and comparable
to that of the ampli�er noise itself. The quantitative measure of the e�ect of
noise on the signal is the signal-to-noise ratio (S/N), i.e. the ratio between
the power of the treated signal and the power generated by the noise in the
circuit. In general, its minimum value depends on the application and the
context, so much so that it does not have a standardized minimum value.
Since most applications use signals available within a limited band, noise and
signal strength are usually only evaluated within that speci�c band for each
of the available frequencies. Outside the band of interest, a �ltering action
is usually applied.

The signal to be ampli�ed, as mentioned, is itself a�ected by noise and
therefore the signal arriving from the transmitting chain itself has a S/N
ratio. Once ampli�ed, both the signal and the associated noise are ampli�ed,
but the S/N ratio is not altered. However, the additional noise generated by
the ampli�er itself is added to that contained in the signal, and therefore we
obtain:

So

No

=
G · Si

G ·Ni +Nampl

>
Si

Ni

(7.2.1)

where Si and So are, respectively the powers of the input and output
signals, G is the gain of the ampli�er, and Nampl is the noise power introduced
by the ampli�er itself.

The measure of the deterioration of the S/N ratio after ampli�cation is
the Noise Figure (NF ), which is the ratio between the S/N ratio before
ampli�cation and the S/N ratio after the ampli�er:
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Figure 7.2.1: Noise Figure of a transistor as a function of frequency.

NF =
Si/Ni

So/No

> 1 (7.2.2)

which in dB is expressed as:

NFdB =

(
Si

Ni

)
dB

−
(
So

No

)
dB

> 0 (7.2.3)

Without discussing the physical origins of noise within an ampli�er, su�ce
it to say that it is not the same at all frequencies. Noise sources are essentially
resistors and active components. The resistors contribute with their so called
thermal noise, which is constant at all frequencies and substantially depends
on the temperature: in fact the higher the temperature, the higher the noise
will be. In active components, the noise power is high at low frequencies,
and decreases as the reciprocal of the frequency: it is known as 1/f noise
contribution. At certain frequencies the noise power becomes approximately
constant with respect to the frequency (typically in the MHz range), well
below the microwave region. In the GHz region the noise power usually
begins to increase, and the NFdB has an approximately linear dependence
on frequency.

The noise is also dependent on the bias current in active devices: it is very
high for very low currents, while it decreases as the bias current increases
until the minimum required value is reached, and then grows again. The
optimal bias current value for the noise is usually indicated in the data sheet
of the selected active component.

Noise added by an ampli�er can be minimized by proper design. First
of all, the ampli�er should not include resistors; if this is not possible, these
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Figure 7.2.2: Minimum noise �gure and associated gain of a transistor (In�-
neon BFP720) as a function of the bias current, for several frequencies.

should be a�xed to the output network, as their noise would not be am-
pli�ed. Similarly, all passive components (capacitors, inductors, lines, etc.)
must have very low losses and therefore very low resistivities. The active
component, therefore, must be biased to the optimum current (suggested by
the supplier).

7.2.2 Stability

The stability of a low noise ampli�er, as well as for all ampli�ers, is an
essential characteristic without which the device would become an oscillating
circuit and therefore not suitable for signal ampli�cation. The parameter that
gives an indication of the stability of an ampli�er operating in microwaves is
the k factor, also known as the Rollet factor. In order to de�ne the stability
factor it is necessary to consider the ampli�er and the matching networks
(without losses) as a 2-port device, as shown in Fig. 7.2.3.

The Rollet factor in the case of Fig. 7.2.3 is expressed on the basis of the
S parameters representative of the network [1]:

k =
1 + |D|2 − |S11|2 − |S22|2

2 · |S21| |S12|
(7.2.4)

where

D = S11S22 − S21S12 (7.2.5)
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Figure 7.2.3: 2-port reference network.

There are four possible cases that can arise in a scenario like the one
represented:

� k > 1 on a limited number of frequencies thanks to the choice of certain
pairs of ΓS and ΓL; for the other frequencies there are oscillations and
therefore there is potential instability;

� k > 1 on all frequencies; in this case the chosen values of ΓS and
ΓL do not allow the triggering of oscillations and therefore there is
unconditional stability;

� −1 < k < 1 for some pairs of ΓS and ΓL; in this case the circuit is
conditionally stable, but it is potentially unstable;

� k < −1 for all pairs of ΓS and ΓL: the circuit is unconditionally unsta-
ble.

Despite all these recommendations, it is a good design practice (even if not
mandatory), to try to obtain k > 1 on all frequencies also in the ampli�er
core, that is (Fig. 7.2.3):

kBC =
1 + |SBBSCC − SCBSBC |2 − |SBB|2 − |SCC |2

2 · |SCB| |SBC |
> 1 (7.2.6)

as if the ampli�er core is stable, it will turn out to be even more so once
it has been matched in input and output.

More details are reported in many scienti�c texts and documents, includ-
ing [1] and [2].

7.2.3 Gain

Gain is another key feature of a good ampli�er. In the case of microwave
ampli�ers, it is important to have good gain characteristics in the band de-
�ned by the design speci�cations. The maximum gain of an ampli�er like
the one shown in Fig. 7.2.3 is de�ned as:
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Gma =

∣∣∣∣S21

S12

∣∣∣∣ [k −
(
k2 − 1

)1/2]
(7.2.7)

and is related to the Rollet factor and therefore to the stability of the
circuit.

From the relation (7.2.7) it can be seen that for k > 1, the gain tends to
decrease. In the design phase, therefore, it must be taken into account that
in order to have a stable circuit it is necessary to lose some gain compared
to the potential gain. If more ampli�cation is needed, it is possible to use
multi-stage ampli�ers, the most common of which exploit the technique of
replicated and cascaded ampli�ers, or other techniques such as the one called
cascode.

7.2.4 Input and output impedance matching

Impedance matching networks must provide adequate load to the device.
It can be easily seen that part of the contribution given to the noise �gure
depends on the input load; this means that the input matching network must
be designed in such a way as to minimize the noise �gure, while the output
matching network can be designed to have maximum gain. The e�ect of the
input load on the noise �gure is described by the following relationship:

NF = NFmin + 4 · Rs

Z0

·

(
|ΓS − ΓN |2(

1− |ΓS|2
)
· |1− ΓN |2

)
(7.2.8)

The noise �gure has its minimum value NFmin when the input load ΓS is
equal to ΓN , which is the input load that minimizes the noise added by the
ampli�er. Rs is the noise resistance value that determines what the increase
in the noise �gure is. Z0 is the characteristic impedance of the re�ection
coe�cient and is typically 50 Ohm. The three parameters NFmin, ΓN , and
Rs depend on the frequency and bias current, and are generally provided
by the device supplier for several frequency values with the optimum bias
current; they can be interpolated for other frequencies with the same bias
current. In the design phase, it is necessary to choose between an input load
capable of providing the minimum noise �gure and an input load capable of
providing the maximum gain, or a trade-o� between the two. An input load
that not give the maximum gain does not give a perfect match. Therefore,
an ampli�er with minimum noise �gure usually has a bad input match and
a non-optimum gain. Once the input load has been choosen, the output
matching network is designed for perfect output match. The gain obtained
with a minimum noise �gure and a perfect output match is called associated
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Figure 7.2.4: Generic structure of an impedance matching network (single
cell).

gain GA, also usually given by the supplier in the data sheet of the active
device. The structure of a generic impedance matching network is shown in
Fig. 7.2.4.

In the design of single frequency microwave ampli�ers, for the input and
output loads, single matching cells are usually used (one in input and one in
output) with suitable values of L, C1 and C2. In the event that an ampli�ca-
tion on a more or less wide band of frequencies is required, the cascading of
more cells would allow for an impedance matching on more frequencies and
therefore to satisfy the speci�cations [1], [2].

7.3 Microwave transistor

The choice of the transistor in the design of microwave ampli�ers is a very
delicate phase and to which a lot of attention must be paid because, depend-
ing on the transistor chosen, the project speci�cations can be met or not.
For a LNA, the choice must obviously fall on those active devices capable of
providing a value of NFmin as low as possible in the frequency range of inter-
est. In Table 7.1, the families of transistors used for microwave applications
related to the semiconductor of which they are composed are shown.

In order to have a reference term with which to be able to compare the
various families of transistors with each other, �gures of merit are de�ned,
which set the limits in frequency and power of these active devices. In partic-
ular, there are limitations to the maximum speed that carriers can reach in a
semiconductor, to the maximum electric �eld that can exist in the semicon-
ductor before the breakdown and to the maximum current that a transistor
can pass through. Starting from these assumptions, it has been shown that
the relationship is valid [3]:

Pmf
2
T =

1

Xc

(
Emvtm
2π

)2

(7.3.1)
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Table 7.1: Microwave transistors families.

Table 7.2: Typical values of vtm and EG for di�erent types of semiconductors.

where Pm is the maximum power that can be delivered by the transistor,
fT = 1/ (2πτ) = vtm/ (2πL) is the cut-o� frequency of the device linked
to the inverse of the transit time of the carriers through the active region
with length L traveled at the speed vtm, Em is the maximum electric �eld
applicable before the breakdown, vtm is the maximum carrier drag speed,
and Xc = 1/ (2πfTCc) is the reactance associated with the junction where
the breakdown occurs.

From (7.3.1) it can be deduced that, for a given Xc and for a given device
(Emvtm), the delivered power decreases if the cut-o� frequency increases.
Furthermore, the power can be increased by increasing the section of the
device and therefore decreasing Xc.

Typical values of vtm for electrons, for the breakdown electric �eld EG,
related to the width of the band gap, are reported in Table 7.2.

From these considerations emerges the superiority of gallium arsenide and
heterostructure devices over traditional silicon and germanium devices.

In conclusion, in microwave applications the bipolar transistor (BJT) is
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Figure 7.4.1: Pinout of the transistor In�neon BFP720: B = base, C =
collector, E = emitter.

the most widely used device in the S band up to about 4 GHz, while MESFET
dominates between 4 and 20 GHz. For applications at higher frequencies,
heterostructure devices are becoming more and more widespread (HEMT).

Useful �gures of merit for comparing di�erent transistors are the cuto�
frequency fT and the minimum noise �gure NFmin.

More detailed information on the various types of transistors, such as
methods of operation, equivalent circuits for small signals, noise characteris-
tics and manufacturing techniques are given in [2].

7.4 5 GHz switchable Low Noise Ampli�er

The design speci�cations for this low noise ampli�er included an operating
frequency on the 5 GHz carrier of Wi-Fi (Wi-Fi5) systems, an ampli�cation of
at least 10 dB in single stage, good input and output matching, and minimum
noise �gure 6 1dB. In order to build the ampli�er core, it was decided to
use an In�neon BFP720 transistor [4], which is a wideband SiGe C (Silicon-
Germanium Carbon) bipolar NPN heterojunction transistor (HBT). This
device has the following features:

� NFmin = 0.7 dB at 5.5 GHz, with 3 V, 5 mA bias voltage/current;

� high gain Gma = 19.5 dB at 5.5 GHz, with 3 V, 13 mA bias volt-
age/current;

� third order interception point: OIP3 = 23 dBm at 5.5 GHz, with 3 V,
13 mA bias voltage/current.

The pinout of the transistor is shown in Fig. 7.4.1. In Fig. 7.1.2 the trends
for the noise �gure and gain as the collector bias current vary are reported.
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In order to have good performance, 2 V as bias voltage for the transistor
and 10 mA as collector current were chosen, at which the transistor (alone)
would be able to provide a gain greater than 20 dB, and a noise �gure less
than 0.8 dB.

All the various design phases were carried out using the AWR Microwave
O�ce software [5], in which the following transistor models were imported:

� non-linear model (SPICE model), to be able to carry out the biasing in
the correct way and to verify the "big signal" behavior of the ampli�er,
including the switching technique;

� linear model (S parameters), in order to carry out the analysis on the
stability, on the minimum noise �gure and on the input and output
impedance matching of the LNA (�small signal� analysis).

Both models are available on the online AWR software's library.

7.4.1 Transistor bias

The �rst design phase concerns the choice of the most suitable bias con�g-
uration for the transistor. Looking at the BFP720 data sheet, VCE = 2 V
and IC = 10 mA have been chosen. Given the combination of these two
values, by plotting in AWR the graph in which the collector current is used
as a function of the collector-emitter voltage, it is possible to extrapolate the
correct value that must be present in the base to have the correct biasing.
The base current value IB ∼= 0.045 mA.

To obtain these values, in the design of the core it was decided to supply
the 2 V on the collector in a non-direct way by exploiting potential drops,
starting from an external power supply of 3 V. As can be seen from Fig. 7.4.3,
the application of a 27 Ohm resistor and a 71.5 Ohm resistor on the collector
branch was su�cient to bring the necessary 2 V and 10 mA to the transistor;
on the base branch, on the other hand, it was necessary to place a 49.3 kOhm
resistor in order to obtain a base current of approximately 0.045 mA. From
the same �gure it can also be seen how the external power supplies (both 3 V)
have been provided separate in order to completely eliminate the probability
of the occurrence of oscillations due to the presence of loops in the circuit.
Two cooling capacitances are provided on the base and collector branches (C2

and C3), in order to eliminate or reduce any unwanted e�ects due to the radio-
frequency component present in the circuit. Instead, blocking capacitors (C1

and C4), have been used on input and output branches of the ampli�er, in
order to eliminate the presence of any spurious continuous or low frequency
components. The inductors L1, L2 and L3 must be determined by small
signal analysis.
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Figure 7.4.2: IC [mA] vs. VCE [V] curves.

Figure 7.4.3: Core of the 5 GHz LNA (ideal circuit).
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Figure 7.4.4: Final layout of the core of the proposed 5 GHz LNA.

7.4.2 Microwave design

The next step in LNA design is to optimize the other core components of
the device. The LNA was designed on a Rogers RO4003C substrate [6]
having a thickness of 0.81 mm, with 0.035 mm thick copper and with the
following dielectric design characteristics: εr = 3.6, tan δ = 0.0024. This
information is important because thanks to it, it was possible to extrapolate
the correct dimensions of the microstrips and the optimal values for L1, L2,
L3, C1, C2, C3 and C4. First of all, the connections between the components
shown in Fig. 7.4.3 have been replaced by pieces of microstrip line having
starting dimensions equal to 1x1 mm2. Subsequently, for the inductors and
for the capacitors, ranges of values within which the optimizer should have
sought the optimum values were set in the ideal models present in AWR.
The optimization process was carried out using the Simplex Optimizer and
the Random Local alternately, in order to avoid encountering possible local
minima of the optimal solution. The goals of the LNA core optimization
were to have a NFmin 6 0.9, Gma > 12 dB in the 4.7 GHz - 5.3 GHz
band, and a Rollet factor k > 1 over the entire available band (0 GHz - 12
GHz). In order to reach the pre-established goals, the dimensions of each
section of microstrip were also made to vary, taking into account the fact
of not exceeding too much in the �nal dimensions of the layout. Once the
goals were achieved, the S-parameter models of capacitors and inductors were
introduced into the circuit, in order to faithfully simulate the real behavior
of these devices in the LNA core. The S-parameter models were supplied
by various manufacturers of electronic components for microwave and radio-
frequency devices.

Fig. 7.4.4 shows the �nal layout of the LNA core at 5 GHz, while Table
7.3 shows the list of components necessary for its realization.
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Table 7.3: List of the passive electronic components of the core of the 5 GHz
LNA.

Capacitors C1, C3 and C4 have been replaced by high Q chip multi-
layer ceramic capacitors of the GJM series produced by muRata [7], while
to replace C2 a chip multilayer ceramic capacitor for general purposes of the
GRM series also produced by muRata was used [8]. In the �nal layout of
the LNA core the inductors on the base and collector branches have disap-
peared: this choice was due to the fact that the optimal values obtained for
the ideal inductor models were very small (in the order of tenths of nH), and
for this reason it was decided to replace the e�ect of those inductances by
the microstrip lines with appropriate length arranged in those positions in
the circuit. This design choice has led to bene�ts in terms of noise �gure
especially if we consider the inductor on the base branch: in fact an inductor
has its own internal resistance, and as mentioned above, can contribute to
having a noise that is subsequently ampli�ed by the transistor. All the via
holes in the circuit were considered to be made in copper material with 0.8
mm diameter, of which an internal thickness of 0.1 mm was considered.

The stability factor k of the LNA core is shown in Fig. 7.4.5. As it is
possible to see, in the whole band for which the S parameters of the transistor
are available we have k > 1.2. For the minimum noise �gure, a NFmin < 0.93
dB at 5 GHz was obtained. As can be seen from the curves shown in Fig.
7.4.6, the application of copper transmission lines and all other components
(resistors and capacitors) led to an increase in the minimum noise �gure of
0.17 dB at 5 GHz. The LNA's core has a gain of 13 dB at 5 GHz, and from
Fig. 7.4.7 it can be seen how the gain is signi�cantly decreased (about 7 dB)
compared to the gain it could provide on its own. As mentioned this is the
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Figure 7.4.5: Stability factor of the LNA core: in blue BFP720 Rollet Factor,
in pink LNA core Rollet Factor.

price to pay for having a stable and non-oscillating circuit. In Fig. 7.4.8,
instead, the S parameters relative to the LNA core are shown: as can be seen
from the trends of the transmission and re�ection coe�cients on the two
ports, the circuit is mismatched in impedance and therefore both the signal
arriving in input to the ampli�er, and the ampli�ed output one, risk being
dissipated and attenuated due to the lack of the condition of maximum power
transfer. To do this, it is necessary to a�x networks in input and output
such as to be able to return complex impedances which are conjugated to
those present at the ports of the LNA core (as seen in Fig. 7.2.3).

To be able to carry out the impedance matching on the input and output
ports to 50 Ohm, we used two networks such as those shown in Fig. 7.2.4.
With the aid of AWR we went to verify the type of impedance present in
the input and output of the LNA core. In Fig. 7.4.9 it can be seen that at
the input there is an inductive impedance, since, in the band chosen for the
analysis (4.7 GHz - 5.3 GHz) the representative curve is found in the upper
half of the Smith chart. The situation is di�erent for the output impedance
which has capacitive characteristics (lower half of the Smith chart). From
the analysis of Fig. 7.4.9, it is therefore clear that the input network must
have a representative impedance of the capacitive type, so as to bring it back
to the 50 Ohm foreseen for the input, while, for the output network, the
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Figure 7.4.6: Minimum noise �gure in dB of the LNA core: in blue BFP720
NFmin, in pink LNA core NFmin.

Figure 7.4.7: Maximum gain in dB of the LNA core: in blue BFP720 Gma,
in pink LNA core Gma.
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Figure 7.4.8: LNA's core S parameters: s11 [dB] (blue), s21 [dB] (pink), and
s22 [dB] (brown).

Table 7.4: List of the inductors [9] used for the input and output matching
networks of the 5 GHz LNA.

network must have inductive characteristics.
Fig. 7.4.10 shows the layouts of the input and output matching networks

for the LNA obtained with the same optimization method used for the core.
Since the optimization was done for a 600 MHz band, it was necessary to
add two matching cells in the output network. As it is possible to see from
the layouts, open stubs have been used to replace the capacitances towards
ground, while the stubs closed towards ground replace inductances towards
ground. Table 7.4 shows the characteristics of the inductors used in the
matching networks.

Fig. 7.4.11 shows the e�ects introduced by the matching networks on the
�nal circuit, the layout of which is shown in Fig. 7.4.12.
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Figure 7.4.9: LNA core input (blue) and output (pink) impedance.

Figure 7.4.10: Final designs of input (a) and output (b) matching networks.
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Figure 7.4.11: LNA core input (blue) and output (pink) impedance. Capa-
citive output impedance (red) of the input matching network and inductive
input impedance (green) of the output matching network. LNA with mat-
ching network input (brown) and output (black) impedance. Observation
band: 4.7 GHz - 5.3 GHz.
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Figure 7.4.12: 5 GHz LNA with matching network layout.

The �nal size of the LNA is 56 × 19 × 0.81 mm3. The inclusion of the
matching networks in the circuit has greatly improved stability, allowing the
k factor to be much higher than 1 in the 0 GHz - 12 GHz band. NFmin

also stands at acceptable values around 1 dB, while Gma = 12.58 dB at 5
GHz. The results obtained from the �nal circuit of the LNA are shown in
Fig. 7.4.13 - Fig. 7.4.16, where the results provided by the electromagnetic
simulations of the circuit carried out thanks to the AXIEM simulator [10].
AXIEM allows to make a planar 3-D electromagnetic analysis of the circuit
through the Method of Moments (MoM) and its use is necessary as it allows
to take into account electromagnetic phenomena that the AWR simulator
cannot consider (for example coupling between lines neighbors, etc.), and
should give a more precise indication of what should then be the reality
found in the measurement phase.

For completeness, the input and output stability circles of the LNA core
and of the LNA with matching networks simulated in AWR and AXIEM are
also reported. From the graphs it can be seen how the use of the matching
networks has favored the extension of the stability region, especially at the
output port, passing from the area contained in the blue circle (LNA core),
to the area present outside the pink and brown circles (LNA with matching
networks). In fact, in AWR if the dashed circle is contained within the
continuous one, the stable region is that which is outside the continuous
circle (stability factor = 1), while if the continuous circle is contained within
the dashed one, the stable region is the one that is inside the circle with a
continuous line (stability factor = -1).

7.4.3 LNA nonlinear analysis

In this phase we describe the non-linear analysis carried out thanks to the
harmonic balance and the nonlinear model of the BFP720 transistor. In par-
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Figure 7.4.13: Stability factor of the LNA core: BFP720 Rollet Factor (blue),
LNA core Rollet Factor (pink), LNA with matching networks Rollet factor
(brown), LNA with matching network Rollet factor - AXIEM (red).
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Figure 7.4.14: Minimum noise �gure in dB of the LNA core: BFP720 NFmin

(blue), LNA coreNFmin (pink), LNA with matching networkNFmin (brown),
LNA with matching network - AXIEM NFmin (red).
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Figure 7.4.15: Maximum gain in dB of the LNA core: BFP720 Gma (blue),
LNA core Gma (pink), LNA with matching networks Gma (brown), LNA with
matching networks - AXIEM Gma (red).
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Figure 7.4.16: LNA with matching network S parameters (s11 = red, s21 =
green, and s22 = black), LNA with matching network - AXIEM S parameters
(s11 = cian, s21 = violet, and s22 = orange).
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Figure 7.4.17: Input Stability Circles: LNA core (blue), LNA with matching
networks (pink), LNA with matching networks - AXIEM (brown).
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Figure 7.4.18: Output Stability Circles: LNA core (blue), LNA with mat-
ching networks (pink), LNA with matching networks - AXIEM (brown).
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Figure 7.4.19: LNA's nonolinear characteristics: Po/Pi (blue), e�ciency
(pink), power gain (brown).

ticular we want to see the typical characteristics of the ampli�er, such as the
compression point at 1 dB, the e�ciency and the ratio between output power
and input power (Po/Pi). Fig. 7.4.19 shows the quantities just mentioned
when the ampli�er works at 5 GHz. The compression point at 1 dB is for an
input power equal to -5.056 dBm. Such low values are admissible as we are
analyzing an LNA that usually receives signals with very low power levels in
input. At the 1 dB compression point, there is an e�ciency of 14.5%, even
if its maximum e�ciency is equal to 22.5%, where however the gain, in that
region, has a sharp drop.

7.4.4 Switching capability

The switching capability is implemented by applying an ON/OFF voltage to
the collector, which turns the transistor ON and OFF as needed and based
on the context in which the LNA is used. Through the nonlinear analysis
it was possible to verify this type of operation by applying a 5 GHz signal
with power equal to -10 dBm to the LNA input, and on the collector an
alternating voltage with 0 V - 3 V amplitude, 50 MHz period and duty cycle
at 50%. The e�ect of the action of the alternating voltage on the collector
has made it possible to obtain the same ON/OFF e�ect at the output of the
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Figure 7.4.20: Switching e�ect on the LNA output signal: 50MHz driving
collector voltage (pink), LNA input signal (brown), LNA output signal (blue).

LNA, as can be seen in Fig. 7.4.20.
The passive component that greatly a�ects the switching ability and

above all the duration and shape of the LNA output signal is the cooling
capacitor placed on the collector branch (C3 in Fig. 7.4.4). In fact, the ca-
pacitor combined with the bias resistors R2 and R3, and the collector/emitter
capacitance of the BFP720 transistor provide, in addition to the stability of
the LNA, a very good low pass characteristic. To understand what happened
if the value of the capacitor C3 was changed, the equivalent wiring diagram
of the collector branch was implemented in the MULTISIM environment [11],
shown in Fig. 7.4.21. As can be seen from the green trend shown on the
oscilloscope, if a 0.2 pF cooling capacitor were used (as obtained from the
optimization in AWR), there is no distorting e�ect due to the low pass �l-
tering action of the collector branch. On the other hand, if a capacitor with
a larger capacitance, for example 0.2 nF (200 pF), was inserted, the e�ect of
the capacitor would be greater, as it would be of far greater value than the
collector/emitter capacitance. Fig. 7.4.22 shows the output of the simulated
circuit in MULTISIM, and the result obtained by simulating the switching
ability of the LNA implemented in AWR with C3 = 0.2 nF. As it is possible
to see, a too large capacitance can lead not only to an attenuation of the out-
put signal (compared to the case C3 = 0.2 pF), but also to an asynchronism
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between the 50 MHz driving signal and the output signal of the LNA.

7.4.5 Measurement results

The prototype of the LNA circuit was made using a CNC milling machine.
A picture of the realized circuit is shown in Fig. 7.4.23. The measurements
of the transmission, and input and output re�ection coe�cients have been
performed with Anritsu MS46122B vector network analyzer. Measurement
results are reported in Fig. 7.4.24.

As it possible to see, the electromagnetic simulation performed with AX-
IEM turned out to be much more reliable than the simulation in AWR which,
all in all, does not di�er greatly from the results obtained in measurement.
The transmission coe�cient in fact, has a peak at 5 GHz of 11 dB, while
it has values higher than 10 dB in the band ranging from 4.53 GHz to 5.14
GHz. In input, the LNA has a good impedance matching in the 4.5 GHz - 5.1
GHz band (-10 dB is taken as a reference), while at the output there is a very
reduced impedance matching compared to that obtained by the two di�erent
types of simulation, in the 4.98 GHz - 5.103 GHz band. This mismatch, and
in general the di�erences respect to the simulation in AXIEM may be due
to the welds applied manually to �x all the components of the circuit and to
�x all the via holes.

From the S parameters through (7.2.4), (7.2.5), and (7.2.7) it was possible
to have a comparison also between simulated and measured Rollet factors,
and between simulated and measured gains (Fig. 7.4.25).

Rollet factor k is much greater than 1 over the entire useful band. The
gain also shows a very similar trend to what was obtained in the two di�erent
simulations, and at 5 GHz its value is equal to 11.84 dB.

In order to provide the LNA's switching capability, it was decided to
integrate it with a control unit. Fig. 7.4.26 shows the conceptual scheme
of the switching LNA. The integrative part relating to the collector voltage
control is composed of a clock generator and an operational ampli�er in
a bu�er con�guration (with unity gain) used to supply the LNA with the
correct current value necessary to its operation (Ic = 10 mA in ON state).

To generate the control voltage we used the Si5351A component which
is an I2C programmable CMOS clock generator from Silicon Labs [12]. The
pinout of the device is shown in Fig. 7.4.27.

As shown in Fig. 7.4.26, between the clock generator and the LNA an
ampli�er has been placed in a unit gain bu�er con�guration. The aim of
this device was to introduce an impedance reduction such as to provide the
necessary 10 mA on the collector. The operational ampli�er (op-amp) chosen
for this purpose is the THS3491 from Texas Instruments [13]. Its pinout is
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Figure 7.4.21: Collector branch analysis with C3 optimum value.
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Figure 7.4.22: Collector branch analysis: (a) Capacitor e�ect on the collector
pin of BFP720 (green), (b) switchable capability of the LNA with C3 = 0.2
nF.
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Figure 7.4.23: Realized 5 GHz Low Noise Ampli�er on Rogers RO4003C
substrate.

Figure 7.4.24: LNA's S parameters AWR simulation (s11 = red, s21 = green,
s22 = black), LNA's S parameters AXIEM simulation (s11 = cian, s21 =
violet, s22 = orange), LNA's S parameters measurement (s11 = blue, s21 =
pink, s22 = brown).
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Figure 7.4.25: Measured Rollet factor (a), and measured Gain (b).
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Figure 7.4.26: Switchable LNA chain.

Figure 7.4.27: Si5351A 20-QFN package pinout top view.
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Figure 7.4.28: THS3491 16-QFN package pinout top view.

Table 7.5: List of components related to the control circuit.

shown in Fig. 7.4.28. This device was chose for its excellent performances
in terms of operating bandwidth (900 MHz) and slew rate (800 V/µs), so as
not to have distortions of the control voltage sent by the clock generator on
its output.

The �nal layout of the switchable LNA is shown in Fig. 7.4.29. The list
of components used for the control part of the switchable LNA is reported
in Table 7.5.

As can be seen, in the circuit all those components necessary for the func-
tioning of the clock generator (capacitors, crystal, etc.) have been inserted.
As regards the op-amp, in addition to having inserted two cooling capaci-
tors on the power supply branches (13.6 µF), a 2.7 kOhm resistor has been
inserted between the feedback pin (pin 1 in Fig. 7.4.28) and the inverting
pin of the ampli�er (pin 3 in Fig. 7.4.28). This operation led to solving the
stability problems encountered in the case of feedback made with the direct
connection of pin 1 and pin 3 of the op-amp. Fig. 7.4.30 shows the �nal cir-
cuit of the 5 GHz switchable LNA made on Rogers RO4003C substrate. The
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Figure 7.4.29: Switchable LNA �nal layout: clock generator circuitry (red),
bu�er ampli�er (blue), and 5 GHz low noise ampli�er (green).
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Figure 7.4.30: Realized 5 GHz switchable low noise ampli�er.

clock generator programming was performed on the SCL and SDA ports,
through I2C programming, thanks to the help of the ATmega328P microcon-
troller of an Arduino UNO Rev3 board [14]; pin A0, on the other hand, was
connected to the ground.

The switching capability was tested by sending a 5 GHz sinusoidal signal
with -10 dBm power input via a signal generator. The output of the ampli�er
was connected to a LeCroy WaveMaster 8600A oscilloscope in order to view
the trend of the output signal. Fig. 7.4.31 shows the switching control signal
(yellow) and the LNA output signal (pink), which re�ect the simulated trends
reported in Fig. 7.4.20.
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Figure 7.4.31: Measurement of the switchable capability of the 5 GHz switch-
able low noise ampli�er.
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Figure 7.5.1: Classical schematic of a time-modulated receiver.

7.5 Application

Thanks to its particular ability, the switchable LNA can be used in an intel-
ligent receiving system like the one shown in Fig. 7.5.1.

The system was proposed in [15]-[16], which de�nes the potential of the
time-modulated antenna array (TMAA) receiving system that can be used in
wireless broadband system. The authors have set the goal of implementing a
controllable system with which to obtain a bandwidth of the used channels
above 50 MHz, using ultrafast microwave switches, digital delay lines with a
de�ned number of steps, and fast control circuitry. The proposed switchable
LNA would replace the microwave switches, as it can be controlled by the
same control circuitry.

The idea of introducing the switchable LNA in this receiving system
is leading to collaboration with the authors of the articles concerning the
TMAA and a joint work should be published shortly.

7.6 Conclusions

In this chapter a new functionality method for microwave low noise ampli-
�ers was described. In order to improve the performances of the receiving
equipment in terms of noise �gure, it was decided to apply a driven volt-
age to the LNA that was able to switch it ON and OFF on command in
order to isolate the receiving part of the system from the transmitting one.
This technique, in fact, would make it possible to eliminate devices such as
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Figure 7.5.2: New time-modulated antenna array design concept.

microwave switches and circulators that introduce background noise, thus
improving performance also from the point of view of the overall dimensions
of the entire system. An LNA with this capability could also be used in
phased array receiving systems: it would in fact be possible to drive some
of the branches making up the multi-antenna structure in order to obtain
particular beam-forming. Given the operational frequency chosen, the LNA
could be used in applications and systems that use the second Wi-Fi carrier
(Wi-Fi5).
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Capitolo 8

General Conclusions

In order to satisfy the initial objectives, the research activities have spanned
many of the fronts concerning aspects related to wireless sensor networks and
the IoT. The research was focused on the development of mathematical and
electromagnetic models which allowed to obtain interesting and innovative
results. From these models it has been possible to design and build extremely
functional devices that can be used in various and di�erent contexts of short-
range networks. In particular two types of UWB wearable all-textile antenna
able to be recon�gured between a monopole and a microstrip-like antenna
have been proposed and discussed. These devices are based on a circular
radiating disk that works as a monopole when placed orthogonal to a ground
plane and as a microstrip patch when it is lying parallel to two di�erent
types of matching surfaces: a modi�ed ground plane in the �rst antenna,
and FSS in the second. Thanks to these innovative techniques, numerical
analysis shows that both topologies have satisfactory UWB characteristic
with bandwidth compliant with FCC regulation and a fair system �delity
factor that allows the antenna as air interface for wearable sensors and short
range communication devices. To improve the performance from the point
of view of measurements, the use of more accurate tools, like cutting plotter,
could be a very good solution for the realization of the conductive parts
of the antenna made on conductive fabrics. The antenna connectorization
phase remains critical, as tin soldering on conductive fabrics, or the use of
conductive glues, often do not provide optimal performance.

Given the good results obtained in the design of wearable devices, the re-
search work also involved the �eld of passive microwave sensors. The choice
of designing completely passive devices is combined with the philosophy of
strong pervasiveness, low energy consumption and low production costs, typ-
ical of the concept of the Internet of Things. A sensor operating in the mi-
crowave frequency band, which exploits the principle of harmonic RADAR
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thanks to the detector properties of a zero bias Schottky diode has been
designed. From the theory of transmission lines, the design phase of the
device involved the study and application of a completely passive network
which had the purpose of balancing the capacitive reactance of the diode, in
order to obtain an impedance match with 50 Ohms. The sensor was made
and applied to an enlarged version of the metamaterial-based wearable UWB
antenna, in order to be used in a detection scenario based on the harmonic
RADAR. From the measurements carried out in the laboratory, it was clear
the sensor's ability to provide a second harmonic response to the transceiver
system that interrogates it, even for low power values of the continuous wave
interrogating signal (-10 dBm). The goodness of the results obtained from
the measures, comparable with those that were the data estimated in the
design phase, suggests that the system may be suitable for use in emergency
situations where it is necessary to try to identify and save people in post-
disaster scenarios.

The challenge related to the choice of low environmental impact materials
usable in microwave design has also been accepted and successfully overco-
me. In fact a new way of measuring dielectric materials having dielectric
constants between 1 and 10, and thicknesses between 0 mm and 5 mm has
been described. A strenght of this measurement technique lies in the fact
that it has a real instrument that allows to not to �waste� every time a piece
of sample on which it would have been necessary to make the measurer in
order to identify its dielectric properties. Three pairs of algorithms were
presented in order to derive the relative dielectric constant and loss tangent
values. Several simulations tests were carried out and then the measurement
phase. As it is possible to see from various results tables, the combination of
the electromagnetic map extraction method and the Svačina and Schneider
mixed method manages to return values of relative dielectric constant and
loss tangent close to what they should be. The conformal mapping method,
combined with Schneider's method, and the updated variational method also
manage to give an idea of what the real relative permittivity and loss tan-
gent values could be. The upgrated variational method, however, even if
it returns values slightly closer to electromagnetic map extraction method
for intermediate permittivities (εr = 3 ÷ 5), can provide dielectric constant
values too low and close to 1 in cases where a low relative dielectric constant
material is being measured (εr = 1.2 ÷ 1.6). The processing times are also
very high compared to all other methods, which makes it �inconvenient� for
carrying out preliminary analyzes. To reduce the analysis times it may be
better to use the conformal mapping method (in the case of relative dielectric
constant values 6 5), and then move on to the use of the electromagnetic
map extraction method. As regards the extrapolation of the loss tangent
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value, the Svačina and Schneider mixed method is the one that among the
analyzed methods, is closest to the real values. Thanks these studies it has
been possible to use materials such as felt, denim, polylactic acid (PLA), and
cardboard in the design of microwave antennas and sensors.

Remaining in the context of the characterization of dielectrics it was de-
cided to design a micro�uidic sensor based on microstrip T-resonator. The
sensor has been realized using a 3D printing technique, it has a compact
and thin structure allowing a useful channel of about 12 µl. Numerical and
experimental results show a very large variation of the resonant frequency
passing from low permittivity low loss liquids to water based liquids. Given
the goodness of the results obtained, we wanted to use the sensor to identify
the percentages of a known solute dissolved in an acqueous solution. Con-
sidering the poor resistance properties of PLA to the presence of water and
humidity, it was decided to create a new low-cost sensor in cardboard, with
a micro�uidic channel made with a small tube used in chemical laboratories.
Through the results obtained during the simulation phase, then con�rmed
by the measurements, the ability of the instrument to be able to detect small
variations in the concentration of dissolved solute in an acqueous solution was
evident. The structure of the sensor permits to include multiple micro�uidic
channels allowing the simultaneous analysis at di�erent frequencies and/or
di�erent analytes.

Remaining in the �eld of laboratory sensors, a new method for the design
of a completely passive RFId tag for breaking test of materials has been de-
scribed. Starting form the mathematical formulation that makes the behavior
of a generic 2-port device representable, the goal was to synthesize the tag
through the matrix representation of its intrinsic impedances. Thanks to this
method it was possible to represent and interpret the phase and amplitude
response (in terms of gain) of the 2-port device, allowing stronger control in
the design phase of the tag/device. The resulting τ̃n − φn nomogram is the
map through which it was possible to synthesize the couplet composed of two
dipoles with T-match circuits, which together with the chosen RFId chip, led
to the realization of the basic structure of the proposed passive tag. Through
the study of the possible behaviors carried out on the τ̃n − φn nomogram it
was decided to use the tag as a sensor for the breaking test of materials. In
particular, by analyzing the behavior of the impedance of the port left free,
a pair of copper-based �liform conductors were �nally applied in order to
detect the impedance variations obtained as a result of the spreading apart
of the two terminals themselves. The spreading would emulate the behavior
that would occur following a breakage of the material under test. The pro-
totype was interrogated with a reader placed 50 cm from the sensor in the
laboratory. The measurements con�rmed what was achieved in the study
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analysis phases carried out during the simulation phase.
In the �eld of active radio-frequency electronics a new functionality method

for microwave low noise ampli�ers was investigated. In order to improve the
performances of a receiving equipment in terms of noise �gure, it was de-
cided to apply a driven voltage to the LNA with the ability to switch it ON
and OFF on command in order to isolate the receiving part of the system
from the transmitting one. This technique, in fact, would make it possible to
eliminate devices such as microwave switches and circulators that introduce
background noise, thus improving performance also from the point of view
of the overall dimensions of the entire system. An LNA with this capability
could also be used in phased array receiving systems: it would in fact be pos-
sible to drive some of the branches making up the multi-antenna structure
in order to obtain particular beam-forming. Given the operational frequency
chosen (5 GHz), the LNA could be used in applications and systems that use
the second Wi-Fi carrier (Wi-Fi5).
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