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The International Fusion Materials Irradiation Facility-DEMO–Oriented NEutron Source (IFMIF-DONES) is an 
accelerator-based neutron source that generates high-energy neutrons via stripping processes by focusing a high- 
energy deuteron beam on a fast-flowing liquid lithium jet. The neutrons produced are used for the irradiation of 
materials foreseen in DEMO, thus providing relevant data for the design and licensing of the future fusion 
reactor. The complexity of such a plant is managed by a central control system that guarantees the safe super-
vision and control of all operations. This paper summarizes the most recent developments in the design of the 
IFMIF-DONES plant’s Central Instrumentation and Control Systems (CICS) after the completion of the pre-
liminary design phase. In particular, the architecture of two of the main CICS systems (namely, MPS and SCS) is 
described in detail, focussing on the specific design choices recently proposed. For each system, the current status 
of design is presented, as well as the existing and future plans for their integration in a unique control framework.   

1. Introduction 

In future fusion power plants the irradiation environment is defined 
by the presence of high-energy neutrons in the first-wall region [1]. For 
the DEMOnstration Fusion Reactor (DEMO), whose in-vessel materials 
will be exposed to neutron fluxes up to 5 × 1018 m2 s− 1 at a peak energy 
of 14.1 MeV, with a potential displacement damage in excess of 10 dpa 
per year of operation and a He production rate of 10− 13 appm/dpa, the 
availability of a fusion-relevant neutron source is a first priority 
requirement for a safe design [2]. 

Yet such an environment cannot be replicated by the neutron sources 
that are now available. It has been widely accepted that an accelerator- 
based neutron source utilizing D-Li stripping processes (Li(d,nx)) is the 
best option for supplying the necessary neutron flux and spectrum for 
replicating the aforementioned irradiation conditions [3,4]. To this 
purpose, the EU provided funding through the EUROfusion Work 
Package Early Neutron Source (WPENS) in collaboration with the F4E 
Agency to develop a Li(d,nx) neutron source known as IFMIF-DONES 

(International Fusion Materials Irradiation Facility-DEMO Oriented 
NEutron Source), which is specified in the EU Roadmap [4–6]. 

In [7–9] the current IFMIF-DONES Plant design is widely described: 
Five primary systems—the accelerator systems, lithium systems, test 
systems, plant systems, and central instrumentation and control sys-
tems—are individuated to compose the experimental facility. 

The Accelerator Systems (AS), which consists of a series of acceler-
ation and beam transport stages, produces a 5 MW deuteron beam (125 
mA, 40 MeV) with a rectangular cross section of [100, 200] mm x 50 mm 
that impinges on a free surface liquid lithium target (25 mm thick, 260 
mm wide), cross-flowing at 15 m/s. The Lithium Systems (LS), which are 
in charge of lithium flow control, heat removal, and lithium purification, 
are in charge of the High Flux Test Module (HFTM), which is a portion of 
the Test Systems (TS) directly behind the lithium target housing the 
material samples from the stripping reactions. 

The Instrumentation and Control (I&C) System, whose overall ar-
chitecture has been extensively documented in [10–12], regulates all 
plant operations while being backed by general services known as Plant 
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Systems (PS). 
This paper provides an overview of the current state of the overall 

design for the Central Instrumentation and Control Systems (CICS), with 
a focus on the key advances in the Machine Protection Systems (MPS) 
and Safety Control Systems (SCS). 

2. The central instrumentation and control systems (CICS): 
general architecture 

The DONES I&C System is designed with a hierarchical structure, 
from the top level Central Instrumentation and Control Systems (CICS), 
down to the Local Instrumentation and Control Subsystems (LICS) level, 
similar to other experimental plants (see for example the ITER case, as in 
[12–14], or other modern I&C tokamak designs [15]). 

The DONES I&C System is made up of various systems that are 
capable of doing complex tasks on their own. It uses a distributed control 
technique to provide local independence while still providing overall 
I&C subsystem supervision and control from a central location. CICS are 
in charge of managing, monitoring, and regulating all plant parameters 
and variables, as well as of storing and visualizing data from a system 
perspective. They primarily rely on a collection of supervisory tools that 
ensure constant, two-way contact with LICS and real-time interaction 
with other subsystems via networking (Fig. 1). 

It should be noted that sensors and actuators are here generic terms, 
the real implementation depending on the different system. They 
include simple instruments like thermocouples, flow meters, pressure 
gauges, or radiation monitors, up to more complex diagnostic instru-
mentation. Typical actuators are electromagnetic pumps, valves or 
motors. The detailed description of such instruments is out of the scope 
of this paper as it treated in specific papers on diagnostics. While the 
corresponding raw signal data acquired are processed and converted 
into process variables and then made available throughout the entire 
plant, LICS are responsible for controlling every subsystem and 
component to ensure that all process variables are kept inside the 
required range at a local level. The I&C Systems typically contain a 
Human-Machine Interface (HMI) and operational monitoring capabil-
ities at each level of the hierarchy. 

A real-time distributed control system based on open source software 
tools, libraries, and applications is used to construct the control archi-
tecture. Robust control hardware is used, including Field Programmable 
Gate Arrays (FPGA) and Programmable Logic Controllers (PLC). For 
regulating and monitoring the complete plant operation and status, the 
communication is based on multiple control and supervisory networks 
(Ethernet and fiber optic 10 Gigabit Ethernet) [11]. 

As for Fig. 1, three systems make up CICS from a functional stand-
point: Control Data Access and Communication (CODAC) System, 

Machine Protection System (MPS), and Safety Control System (SCS). 
Through the utilization of specific networks and buses, each system at 
the central level is in continuous, bidirectional contact with the equiv-
alent system at the local level. In [10–12], a thorough general descrip-
tion of the CODAC, MPS, and SCS is provided. 

A detailed description of the main components of the CODAC Sys-
tem, namely Data Management (DM) System, the Human-Machine 
Interface (HMI) System, and the Timing System (TS), has been given 
in [16]. In what follows an overview about the current design of the MPS 
and SCS will be provided. 

3. Machine protection system (MPS) 

The Machine Protection System (MPS) is in charge of implementing 
all the investment protection strategies at the different plant levels, 
ensuring plant protection against:  

• failures of the system or equipment components;  
• failures of the central/local control systems;  
• incorrect operation. 

by means of dedicated sensors and actuators, and specific high integrity 
logic solvers. 

It should be remarked that the MPS only deals with the investment 
protection, while all the strategies related to (environmental, occupa-
tional, human health) safety is handled by the Safety Control System, 
described in Section 4. 

The MPS is designed as a two-level architecture (Fig. 2): 

1 The Central Machine Protection System (CMPS), for the imple-
mentation of plant-wide protection actions;  

2 The Local level Machine Protection System (LMPS), for handling 
local (i.e. at subsystem level) protection events. Communication 
among the CMPS and the LMPSs is performed through dedicated 
networks and buses. 

The role of the Central Machine Protection System (CMPS) is to 
provide a reliable and uniform environment for the detection, process-
ing, alarm handling, logging and display of interlock events occurring in 
the systems. Its main objective is the coordination of the different 
implemented local protection systems, as well as the safe execution of all 
the protection functions that involve several systems or subsystems. As 
an example, for the protection of the Target Assembly, a very fast 
shutdown of the beam is needed to avoid the meltdown of the Back Plate 
(BP) and resultant leakage of the lithium flow by detecting signals from 
hardwired interlock systems in the Lithium Target Systems and sending 
the beam shutdown signal directly to the Accelerator Systems. 

The Local Machine Protection Systems (LMPSs) ensure the detection 
Fig. 1. DONES I&C Systems: General Top Level Architecture.  

Fig. 2. Local versus Central Protection Functions.  
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of failures and the implementation of all the investment protection 
functions within the scope of each subsystem. The LMPSs have direct 
interfaces with the Central Machine Protection System for parameter 
notification as well as for the exchange of critical information regarding 
the protection functions affecting other systems or subsystems. To better 
clarify the distinction between central and local protective functions, 
Fig. 2 shows the MPS actuation chain in case of local fault within system 
X.Y. 

The CMPS is divided in three subsystems or architectures according 
to the different timing requirement that were defined for the interlock 
actuation.  

• Slow interlocks (response time higher than 300 ms);  
• Fast interlocks (response time lower than 300 ms);  
• Hardwired interlocks (response time lower than 30µs). 

Fig. 3 describes the MPS Fast and Hardwired architectures, respec-
tively. It can be observed that the Hardwired Architecture simplifies the 
actuation of the protection function by bypassing the local controllers 
and directly connecting local sensors and actuators to the FPGA of the 
CMPS. 

The CMPS is divided in different functional and hardware modules in 
order to allow flexible operation and maintenance as well as progressive 
integration and commissioning. 

As shown in Fig. 4, the CMPS is divided in the following different 
functional modules:  

• Supervisor module  
• System Protection Modules (SPMs)  
• CODAC Interface Module (EPICS Gateway) 

This modularity allows integration of new LMPS to an existing and 
operating version of the CMPS with minimal modifications on the 
running components already installed; modification (up to disconnec-
tion) of a module while the other CMPS functions remain active; sepa-
ration in different protection modules of interlock functions requiring 
different response time performance. 

It should be underlined that the CMPS shall be based on a fail-safe 
design to guarantee the machine protection even in case of CMPS fail-
ure. As a consequence the “candidate technologies” have been chosen on 
the basis of such a requirement. 

4. Safety control system (SCS) 

The Safety Control System (SCS) is a dedicated safety grade protec-
tion system devoted to the implementation of all the identified protec-
tion functions regarding the personnel and/or the environment. It is 

implemented in an independent and dedicated architecture, minimizing 
the interactions with the conventional system. The SCS is mainly 
composed by the following subsystems:  

• Plant Safety Subsystem (PSS)  
• Occupational Safety Subsystem (OSS)  
• Personal Access Safety Subsystem (PASS)  
• Radiation Monitoring System for the Environment and Safety 

(RAMSES). 

The SCS coordinates the individual protections provided by the 
Safety Procedures, enables manual control by the operator and displays 
data required for the operator supervision and control. Each part of the 
SCS has a different Safety Important Component (SIC) classification (on 
the basis of the safety functions implemented), and all the subsystems 
may be accessed from the operators as a single system. For these reasons, 
the lower part of the architecture consists of four separate legs that are 
different in terms of performance, configuration, and physical means. 
On the contrary, the upper part of the architecture has the duty of the 
seamless integration of the safety data to be accessed by the operator 
and by the CODAC gateway. The separation between the different levels 
of the networks is always mediated by the servers to guarantee a sepa-
ration layer between the operators and the safety controllers. An addi-
tional degree of separation is created toward the interfacing CODAC 
system (not safety-classified system) by means of the CODAC gateway 
(Fig. 5). 

4.1. Plant safety subsystem (PSS) 

The Plant Safety Subsystem (PSS) guarantees the application of the 
principle of defense-in-depth by actuating technological safeguards 
designed to prevent or mitigate the consequences of “postulated acci-
dents” versus the people (workers and public) and the environment. 

The main characteristics of the PSS are:  

• Two independent parallel trains (cubicles) for signal acquisition, 
elaboration and generation, based on safe controllers or logic solvers;  

• Each Train (cubicle) has inside (at least):  
• 5 Hardwired Safety Controllers (up to 100 I/O signals in total);  
• A OPC UA Server to manage /monitor the Hardwired Safety 

Controllers (HSCs);  
• Hardwired connections between HSCs and field;  
• Double redundant communication channels with LICS;  
• Two independent input signals from/to each LICS;  
• Minimum of 1-out-of-2 (1oo2) safety actuation logics (similarly for 

alarm conditions);  
• Redundant Ethernet connections on the Safety Network; 

Fig. 3. Description of Fast and Hardwired architectures for the Machine Pro-
tection System. 

Fig. 4. Machine Protection System: Central versus Local data flow. It is also 
shown that each system utilizes different hardware based on the timing 
requirements. 
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• Two operator terminals (for OPC UA servers);  
• Two hardwired control desks to force safety actuation on HSCs; 

The other three SCS subsystems are devoted to the direct protection 
of people and their living environment, and are therefore considered 
here in a specific way. 

4.2. Occupational safety subsystem (OSS) 

The Occupational Safety Subsystem (OSS) provides safety functions 
for the protection of the people (i.e., worker and public) against all 
possible non-radiological hazards (toxicological, physical, electrical, 
cryogenic or other), which may be produced inside the plant in normal 
and abnormal circumstances. The foreseen safety functions can be 
implemented either locally or centrally by means of different protection 
systems (local passive systems, local hardwired systems, local pro-
grammable systems, central programmable systems). 

The system is based on the personnel and zone classification with 
respect to the level of not radiological hazard. The subsystem is in tight 
connection with PASS and PSS since no active actuations or direct ac-
tions are associated to this subsystem. 

OSS also keeps track of each worker operating in the plant of its total 
exposure to the risks and of each single contribution:  

a) Radiation exposure produced by radioactive materials;  
b) Chemical exposure produced by radioactive materials;  
c) Chemical exposure produced by non-radioactive materials;  
d) Electromagnetic exposure produced by induced magnetic fields. 

The status of each worker will be communicated on a daily basis (or 
after each shift) to the PASS to get working permission to the single 
worker for a specific area or for a special activity. 

The main characteristics of the OSS are:  

• Safe controllers (Safe PLCs) with hot stand-by backup;  
• Double redundant communication channels;  
• Input from single sensors accepted;  
• Single actuation logics acceptable for local alarms;  
• Only bus-based connections;  
• Real-time communication with PSS and PASS through a dedicated 

safety network, which has the function to actuate safety logics;  
• A single server (not redundant) is accepted. 

4.3. Personnel access safety subsystem (PASS) 

The Personnel Access Safety Subsystem (PASS) has the objective to 
implement all the actions oriented to the safety of the people (i.e., 
workers and the public) in some specific areas that generate prompt risks 
(both radiological and non-radiological). PASS controls the access of the 
people to specific areas and enclosures inside the plant. Its function is 
more important where simple mechanical means are not sufficient or 
available, like in the case of a door opening, stop plant system equip-
ment to remove the source of safety risks, or in very specific cases, ban 
access to an area, if there is the risk that people may not be protected 
from this hazard. 

PASS implements the following access safety functions:  

1) stopping hazardous equipment or devices in case of intrusion;  
2) banning access on detection of a risk;  
3) controlling access to safety airlocks by personnel;  
4) interlocking safety access with the same or other safety subsystems. 

A fundamental function of this system is the remote control of door 
opening and bypass of the interlock bars, according to the plant status 
and to the level of hazard (radiological and conventional) in the area to 
be accessed. 

The PASS system is mainly based on COTS platforms with proven 
installation history in plants with similar characteristics. The doors/ 
gates for the access to the critical areas shall be equipped with inde-
pendent sensors (mechanical position switches) to be acquired directly 
by PASS. The others SCS systems (PSS, OSS, RAMSES) shall communi-
cate the alarm status necessary to actuate PASS logics in real-time. 

The independent sensors shall be interfaced to the relevant safety 
system by direct hardwired connections, to preserve the SIC level of the 
safety chain. Local I&C systems associated to PASS are:  

• COTS sensor on doors  
• COTS alarm and warning  
• COTS interphones  
• COTS CAMs  
• PASS local controllers. 

In the PASS cubicle, the following devices are present:  

1 A single server: a server with redundant critical components (two 
power supplies hot swap, two HDD Raid 1 Hot Swap, two Ethernet 
cards on PCI Express (PCIe) bus). 

Fig. 5. Functional architecture of the Safety Control System.  
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2 Access controllers, managed by the server, in order to acquire data 
from badge readers, to command the doors lock/unlock and to 
activate local alarm/warning. 

The remote operator workstation (in the control room) through 
redundant Ethernet connections on the safety network allows the 
monitoring of the safety actuation logics. 

4.4. Radiation monitoring subsystem for the environment and safety 
(RAMSES) 

The Radiation Monitoring Subsystem for the Environment and Safety 
(RAMSES) contributes to the protection of people by permanent moni-
toring the dose rates in areas with a risk of exposure to ionizing radia-
tion. The comparison of the measured dose levels to the alarm levels 
triggers the activation of alarms and interlocks, in case of excessive dose 
levels. The integration with PASS provides the access control in function 
of the radiation levels. This prevents personnel from entering the areas 
in which an unacceptable exposure to ionizing radiation is measured. 

The RAMSES system is organized on three different levels:  

• Instrumentation distributed in the plant (essentially COTS);  
• Radiological synthesis units to manage/generate localized alarms 

and routing data versus centralized server;  
• Centralized servers and the associated Human Machine Interface 

(HMI) in the Central Control Room. 

The RAMSES system is based on COTS platforms with proven 
installation history in plant with similar characteristics (when avail-
able). Each monitoring device is connected to the RAMSES supervisor 
for the ordinary tasks (configuration, historical data acquisition, warn-
ing alert, etc.). Each monitoring device is also equipped at least with a 
couple of redundant digital outputs (state logic 0–1) to be connected 
hardwired to the RAMSES itself and/or to the other relevant safety 

system (e.g. PSS or PASS). 
The main features composing the (local or on-the-field) RAMSES are:  

• Single sensor/monitor for non-safety functions;  
• Duplicated sensors/monitors for safety-related functions;  
• COTS detectors /monitor whenever possible;  
• Radiological Synthesis Unit (RSU) Type 1 (RSU-1) to collect prompt 

information (state logic 0–1 output) to transfer it both to RAMSES 
servers and actuate area alarm in real time;  

• Radiological Synthesis Unit Type 2 (RSU-2) to collect both digital 
data from detectors (on bus) and RSU-1 status in order to get a 
common protocol in output;  

• Area Alarm Units. 

The main features composing the (central) RAMSES data networking 
are (Fig. 6):  

• Two mirroring servers with redundant components (i.e. HDD);  
• Gateways (and/or switches);  
• Redundant bus-based connection with RSU-2 (on the field);  
• Redundant connection on the safety Ethernet network;  
• Operator workstations in control room with several monitors and 

graphical pages to cover all the functions;  
• Two independent servers in the same cubicle with functional 

redundancy;  
• Only digital connection between the central system and the field. 

5. Conclusions 

In this paper, the architecture of two of the main DONES CICS sys-
tems (namely, MPS and SCS) have been described in detail, focussing on 
the specific design choices recently proposed. The design of an I&C 
system must follow a transversal approach for the success of a future 
implementation and should adhere to the plant design evolution. As a 

Fig. 6. The RAMSES data networking.  
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result, design choices need to be integrated with the parallel develop-
ment of all systems and subsystems. Next activities will then focus on the 
completion and integration of control and operation activities, the 
improvement of CICS-LICS integration, and the overall (software and 
hardware) control system integration. 
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