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Abstract

The aim of this thesis is to provide the absence of Lavrentiev phenomenon for functionals
of the following type

F(u) :=
∫

Ω
f(x,Du(x)) dx,

where Ω ⊂ Rn and x 7→ ∂f
∂z (x, z) is α-Hölder continuous. Moreover, the density f is

convex and satisfies the (p, q)-growth condition

|z|p ⩽ f(x, z) ⩽ L(1 + |z|q),

with
1 < p < q < p+ pα

n
. (1)

For the model density represented by the double phase functional

f(x, z) := |z|p + a(x)|z|q,

we can do better, we can replace the relation (1) with

1 < p < q < p+ κ,

where κ ∈ (0,+∞), provided

a(x) ⩽ C [a(y) + |x− y|κ] .
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Chapter 1

Introduction

We start considering two metric spaces X and Y such that

Y ⊂ X and Y = X

and a function F : X → [0,+∞]. We obviously have that

inf
X

F ⩽ inf
Y

F

and if F is continuous the equality occurs. But if we replace the hypothesis of continuity
with the lower semicontinuity then it could happen that

inf
X

F < inf
Y

F . (1.1)

Let us look at the following figure.

a b a b a b

For 0 < a < b we take
X = [a, b] and Y = (a, b).

In the first figure we have a continuous function. The following ones, instead, show
two different lower semicontinuous functions. Then we can see how the lower semiconti-
nuity of the last one implies that the infimum on [a, b] is strictly less than the one on (a, b).
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Chapter 1. Introduction

So the function has two different infimum values when considered on two spaces, one
contained and dense in the other. In this thesis we aim to show the non occurence of
this phenomenon for some weak lower semicontinuous functional F : X → [0,+∞] of the
Calculus of Variations, where the spaces X and Y are functional spaces.

Let us introduce this phenomenon from the point of view of relaxation.
We consider a first countable topological space X and a functional F : X → [0,+∞].

The sequentially lower semicontinuous (s.l.s.c.) envelope of F is defined as

F̄X := sup {G : X → [0,+∞] : G s.l.s.c., G ⩽ F on X} . (1.2)

Analogously if Y is a dense subspace of X the s.l.s.c. envelope of F with respect to Y is

F̄Y := sup {G : X → [0,+∞] : G s.l.s.c., G ⩽ F on Y } . (1.3)

We obviously have that

F̄X(u) ⩽ F̄Y (u) for any u ∈ X (1.4)

and the strict inequality may occur.
Buttazzo and Mizel in [31] introduced the notion of Lavrentiev term, namely: for

every u ∈ X

L(u) :=


F̄Y (u) − F̄X(u) if F̄X(u) < +∞

0 if F̄X(u) = +∞.
(1.5)

Moreover they also say that there is a Lavrentiev gap at u whenever L(u) > 0. The
functional F̄Y , called relaxed functional, is an extension by lower semicontinuity of F to
all of X. If F is lower semicontinuous, by definition we have that for all u ∈ Y

F(u) = F̄Y (u)

but it could happen that for some u ∈ X \ Y

F(u) < F̄Y (u),

in this case
L(u) > 0.

In the following figure we can see that if F is lower semicontinuous then by definition
F̄X must coincide with F on all of X. As far as F̄Y is concerned, we observe that
since it is the greatest lower semicontinuous functionals that coincide with F on Y then
F̄Y (a) > F(a).
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Chapter 1. Introduction

a b

F

a b

F̄X

a b

F̄Y

Adapting the view point of relaxation we have the following relaxation equality, see [29]

inf{F(u) : u ∈ Y } = inf{F̄Y (u) : u ∈ X}. (1.6)

We are interested in showing that the functional L is equal to zero when computed on
the minimizer u ∈ X of the functional F , in this case we get

F̄Y (u) = F(u).

Bearing in mind (1.6), we can conclude that L(u) = 0 means that

inf
u∈X

F(u) = inf
u∈Y

F(u). (1.7)

If we come back to the beginning of this introduction, we said that our aim is to show
that: F has infimum on the given space X that is equal to the infimum on the dense
subspace Y . This is nothing but (1.7). We say that the functional F does not present
the Lavrentiev phenomenon if (1.7) holds.

In this thesis we want to prove the absence of the Lavrentiev phenomenon for some
integral functionals F and for some functional spaces X and Y , Y ⊂ X and Y = X.

We shall mainly consider integral functionals of this form

F(u) :=
∫

Ω
f(x,Du(x)) dx,

where Ω ⊂ Rn is a bounded open set, u : Ω → RN , f : Ω × RN×n → R, n ⩾ 2 and
N ⩾ 1. In the framework of the Calculus of Variations the first example of Lavrentiev
phenomenon is due to Lavrentiev [86]. Manià [90] simplified the example, he consided
the functional

F(u) =
∫ 1

0
(u3 − x)2|u′|6 dx,

the spaces

X = {u ∈ W 1,1([0, 1],R) : u(0) = 0, u(1) = 1}
Y = {u ∈ W 1,∞([0, 1],R) : u(0) = 0, u(1) = 1},
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Chapter 1. Introduction

and he proved that

inf
X

F = F(x
1
3 ) = 0 < 72352−185−5 ⩽ inf

Y
F .

As far as the one dimensional case is concerned, Ball and Mizel [10] added a coercive
term to the Manià functional. Zhikov [107] treated a functional depending only on the
variables x and Du(x), in the case where x ∈ Ω ⊂ R2. This example has been suitably
generalized to the n-dimensional scalar case in [67]. It is worth to mention that, still
in the vectorial case, there are examples exhibiting the phenomenon for functionals
depending on (u,Du), see [5], and also depending just on Du, see [76]. We refer to the
paper by Belloni and Buttazzo [18] (1995) for a more extensive list of references; as far
as more recent examples are concerned, we just mention [8, 38, 50, 52, 69, 72, 101].

Another important direction of research is devoted to identify assumptions on the
lagrangian f that imply the absence of Lavrentiev phenomenon. Lavrentiev himself
took into account this problem proving that this phenomenon does not appear in one-
dimensional problems for an integrand of the form f(x, z), see [86]. Alberti and Serra
Cassano [6] proved the non occurrence of the gap for any autonomous functional. An
analogous result has been recently obtained for the multidimensional scalar case in [25]
and [26]; see also [65] for the vectorial case. Further results in this framework can be
found in [20, 98, 99]. The problem of identifying classes of functionals such that L(u) is
equal to zero for every function u ∈ X is less studied. For some results in this direction
see, for example, [1, 18, 25, 26, 51, 92, 100].

The corresponding question for two and higher dimensional problems remained open
for a very long time but now some results are avaiable, see [18, 30].

Let us now deal with the model density

f(x, z) = |z|p + a(x)|z|q, (1.8)

where 1 < p < q < +∞ and the coefficient a(x) is C0,α(Ω) and non-negative, α ∈ (0, 1].
Then, according to Marcellini’s terminology [94], the following (p, q)-growth is satisfied

|z|p ⩽ f(x, z) ⩽ L(1 + |z|q), L ∈ [1,+∞). (1.9)

The main feature of the integrand f is the change of its growth according to the values
assumed by the coefficient a(x). Indeed, at points where {a(x) = 0}, f behaves like |z|p
and we say that we are in the p-phase; on the other hand, at points where {a(x) > 0}
then f behaves like |z|q, for large |z|, and we say that we are in the q-phase. Summarizing,
we are dealing with a double phase functional. Model density (1.8) appeared for the
first time in the Zhikov’s pioneer paper [107] in the context of the study of Lavrentiev
phenomenon. We remark that he considered the case: n = 2, N = 1, α = 1 and 1 ⩽ p ⩽ 2,
q > 3. In [67] the authors showed that when the following condition is violated

q

p
<
n+ α

n
, (1.10)
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Chapter 1. Introduction

precisely when
p < n < n+ α < q, (1.11)

it is possible to find an example presenting the Lavrentiev phenomenon. This example is
an extension to n ⩾ 2 of the Zhikov’s one. Let us mention the recent paper [8] where p
and q need not to verify p < n < q. We can also say that when p and q are as in (1.11)
there exists a coefficient function a(x) ∈ C0,α and a local minimizer u of the functional

P(u) :=
∫

Ω
(|Du(x)|p + a(x)|Du(x)|q) dx

such that the set of its discontinuity points has a Hausdorff dimension arbitrarily close
to n− p, see [71]. In other words, minimizers can be almost as bad as any other W 1,p-
function.
The bound in (1.10) reflects in a sharp way the interaction between the exponents p, q of
the growth condition and the regularity of the coefficient a(x) that dictates the phase
transition. This in turn relates to the kind of non-uniform ellipticity of the Euler-Lagrange
equation:

−divA(x,Du) = 0 (1.12)

where
A(x, z) = |z|p−2z + q

p
a(x)|z|q−2z.

In fact when we evaluate (1.12) on the solution u then the non-uniform ellipticity is
measured by the potential blow-up of the ratio

highest eigenvalue of ∂zA(x,Du)
lowest eigenvalue of ∂zA(x,Du) ≈ 1 + a(x)|Du|q−p. (1.13)

Around the phase transition {a(x) = 0} the ratio in (1.13) exhibits a potential blow-up,
with respect to the gradient, of rate q − p; to compensate a(x) is required to be suitably
small. This means that since we are closed to {a(x) = 0} then α must be large enough
as required in (1.10).

Now let us ask the following question: assume that u makes finite the energy P, then
left hand side in (1.9) says that Du ∈ Lp; assume further that u minimizes the energy:
does such a minimality condition boost the integrability up to Du ∈ Lq? A first account
about regularity of minimizers was contained in the survey [102]. After some time the
study of minimizers was further developed in [12, 42, 43]; starting from that, this case
attracted a lot of interest: see [56, 57, 96, 103]. In [67] such a higher integrability result
has been obtained for general densities f(x, z) provided the two exponents p, q are close
as prescribed in (1.10). Precisely, they assumed that: f : Ω × RN×n → R has the growth
condition (1.9) and, for some α ∈ (0, 1] and µ ∈ [0, 1], satisfies

L−1(µ2 + |z1|2 + |z2|2)(p−2)/2|z1 − z2|2 ⩽
〈
∂f

∂z
(x, z1) − ∂f

∂z
(x, z2); z1 − z2

〉
(1.14)
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Chapter 1. Introduction

and ∣∣∣∣∂f∂z (x, z) − ∂f

∂z
(y, z)

∣∣∣∣ ⩽ L|x− y|α(1 + |z|q−1), (1.15)

where p and q are such that

1 < p < q < p

(
n+ α

n

)
. (1.16)

As a last assumption, the Lavrentiev term (1.5) is assumed to vanish on the minimizer.
Vanishing gap (1.5) has been checked in [67] for model density (1.8) as well as for other
special cases, while in [68, 83] and [84] it has been satisfied in the case when the minimum
point of y 7→ f(y, z) on small balls B(x, ε) is independent of z.

In the present thesis we aim to show the absence of Lavrentiev phenomenon in three
different contexts. First of all, we deal with the functional

F(u) =
∫

Ω
f(x,Du(x)) dx, (1.17)

where Ω ⊂ Rn is a bounded open set, u : Ω → RN , f : Ω × RN×n → R, n ⩾ 2 and
N ⩾ 1. The density f satisfies the (p, q)-growth assumption (1.9), where p and q are
as in (1.16), and shares the hypothesis (1.14) and (1.15) of the work [67]. But we no
longer assume the vanishing of the Lavrentiev term (1.5) on the minimizers, as in [67].
On the contrary, we require that f can be approximated from below by a sequence fk

of convex functions, sharing the same hypothesis of f with the peculiarity that (1.15)
holds also with p instead of q, with a constant ck in place of L. We point out that ck

might blow up when k → +∞. Using such an approximating sequence fk, we show the
existence of suitable W 1,q

loc functions that do not increase the energy: more precisely for
every function u∗ ∈ W 1,p(BR,R

N ) with finite energy on BR there exists

ũ∗ ∈ (u∗ +W 1,p
0 (BR,R

N )) ∩W 1,q
loc (BR,R

N ))

with F(ũ∗) ⩽ F(u∗), see Theorem 3.2.1. This shows the equality (1.7) with

X = u0 +W 1,p
0 (BR,R

N ) and Y = X ∩W 1,q
loc (BR,R

N ),

where u0 ∈ W 1,p(BR,R
N ) is a suitable boundary datum. The choice of Y is due to the

fact that from the (p, q)-growth condition (1.9) we are interested in W 1,q-regularity so
the space W 1,p(BR,R

N ) ∩ W 1,q
loc (BR,R

N ) is the natural one. We specify that the case
that attracts our interest is p < q, in fact for p = q we have L(u) = 0 and there are many
papers dealing with regularity issues for functionals with p-polynomial growth

|z|p ⩽ f(x, z) ⩽ L(1 + |z|p), p > 1,

see [85, 88, 89] and the survey [102].

In the same context we prove in Theorem 3.2.5 that L(u∗) is zero for any u∗ ∈

6



Chapter 1. Introduction

W 1,p(BR,R
N ) with finite energy. We remark that since f is convex with respect to z,

standard weak lower semicontinuity results give F̄X = F , see [74, Chapter 4]. The first
step of the proof consists in considering a sequence {vk}k∈N ⊂ Y converging to u∗ ∈ X
with respect to the strong topology of X. Then we introduce the perturbed functional

Gk(u) :=
∫

BR

[
f(x,Du(x)) + 1

k
(1 + k2|Du(x) −Dvk(x)|2)

p
2

]
dx

and we apply Remark 3.2.4 to Gk, so that Gk admits a minimizer uk that belongs to
Y . The proof is concluded showing that the sequence uk converges strongly to u∗ and
approximates u∗ in energy, i.e.:

F(uk) → F(u∗).

Let us make one last observation in this regard: under the (p, q)-growth condition (1.9),
with p < q, the precise meaning of the integral F is not ambiguous if u ∈ W 1,q

loc . On the
contrary a priori it is not uniquely defined if u ∈ W 1,p \W 1,q

loc . In fact, a further definition
being, for every u ∈ W 1,p

F̄(u) := inf
uk

{
lim inf
k→+∞

F(uk) : uk ∈ W 1,p ∩W 1,q
loc ∀k ∈ N and uk ⇀ u in W 1,p

}
,

where F̄ is exactly the relaxed functional of F .

The second context we analyze is the following. We consider the Dirichlet problem
in Ω ⊂ Rn: 

n∑
i=1

∂

∂xi
(Aβ

i (x,Du(x))) = bβ(x) in Ω, β = 1, . . . , N

u(x) = ũ(x) on ∂Ω,
(1.18)

where Aβ
i : Ω × RN×n → R are Carathédory functions, b ∈ Lp/(p−1)(Ω,RN ) and ũ ∈

W
1,p q−1

p−1 (Ω,RN ). We set
Aβ

i (x, z) = ∂f

∂zβ
i

(x, z)

and we assume that f satisfies (1.9), (1.14) and (1.15), with p and q in the following
relation

2 ⩽ p ⩽ q < p

(
n+ α

n

)
.

We aim to show that there exists a local minimizer u of the following non-autonomous
energy integral

Fb(u,Ω) =
∫

Ω
[f (x,Du(x)) + ⟨b(x), u(x)⟩] dx (1.19)

for which the Lavrentiev phenomenon between the spaces W 1,p and W 1,q does not occur,
more precisely

inf
{

Fb (v) : v ∈ u+W 1,p
0 (Ω′,RN )

}
= inf

{
Fb (v) : v ∈ u+W 1,q

0 (Ω′,RN )
}
, (1.20)

7



Chapter 1. Introduction

for every Ω′ ⋐ Ω, see Theorem 4.1.2.

The idea to achieve this result is to apply [46, Theorem 1.1] in order to get a solu-
tion u of the Dirichlet problem (1.18) with a degree of integrability greater than q,
i.e.

u ∈ (ũ+W 1,p
0 (Ω,RN )) ∩W 1,s

loc (Ω,RN ),

for all q ⩽ s < p
(

n
n−α

)
. This in turn means that u is a weak solution to the following

Euler system

∫
Ω

N∑
β=1

n∑
i=1

Aβ
i (x,Du(x))Diφ

β(x) dx+
∫

Ω

N∑
β=1

bβ(x)φβ(x) dx = 0,

for all φ ∈ W 1,q(Ω, RN ) with suppφ ⋐ Ω. With the following further restriction on the
exponents p and q

q <
np− α

n− α
,

we get that u satisfies the Euler system for all test function φ ∈ W 1,p(Ω, RN ) with
suppφ ⋐ Ω. This will lead to the absence of the Lavrentiev phenomenon (1.20). We
explore also the scalar case N = 1, see Theorem 4.2.2.

The last framework of this thesis is focused on the double phase functional

P(u) =
∫

Ω
(|Du(x)|p + a(x)|Du(x)|q) dx, (1.21)

where Ω ⊂ Rn is a bounded open set, n ⩾ 2, 1 ⩽ p < q < ∞ and weight a : Ω → [0,+∞)
is bounded. Here we consider the space of smooth functions with compact support
C∞

c (Ω,R) and the energy space

W (Ω,R) :=
{
u ∈ W 1,1

0 (Ω,R) :
∫

Ω
M(x, |Du(x)|) dx < +∞

}
(1.22)

endowed with a Luxemburg-type norm, where

M(x, t) = tp + a(x)tq.

Note that we have the inclusion C∞
c ⊂ W , and in turn

inf
u∈u0+W

F(u) ⩽ inf
u∈u0+C∞

c

F(u) .

We know that the above inequality might be strict, i.e.,

inf
u∈u0+W

F(u) < inf
u∈u0+C∞

c

F(u) , (1.23)

8



Section 1.1: Organization of the thesis

which means that the Lavrentiev phenomenon between spaces C∞
c and W occurs. We

mentioned before that the regularity of the possibly vanishing weight a dictates how far
apart can be powers p and q to exclude (1.23). In particular, it is known that if

a ∈ C0,α(Ω), α ∈ (0, 1], and p < q ⩽ p+ αmax
{

1, p
n

}
(1.24)

there is no Lavrentiev phenomenon, see [23, 28]. We wonder if is it possible to define a
new class Zκ, with κ ∈ (0,∞), such that if a ∈ Zκ and p, q are in the relation

p < q ⩽ p+ κ

there is no Lavrentiev Phenomenon for the double phase functional between W and C∞
c .

The answer is positive. The weight a belongs to Zκ(Ω), for κ ∈ (0,∞), if there exists a
positive constant C such that

a(x) ⩽ C (a(y) + |x− y|κ) (1.25)

for all x, y ∈ Ω. This means that no continuity or smoothness of a is required. Looking at
(1.25) we can say that the key property of a ∈ Zκ is the decaying in the transition region,
that needs to be at least like a power function with an exponent κ, for κ ∈ (0,∞). In
other words, this approach proves the absence of Lavrentiev phenomenon extending the
range between the exponents. In details, we show that the density of C∞

c in the space W ,
that is proved in Theorem 5.1.1, implies that L(u) is identically zero, see Theorem 5.1.3
and Remark 5.1.4.

1.1 Organization of the thesis
We begin displaying the notation and collecting some preliminaries in Chapter 2. Then,
in Chapter 3, we present the results on the Lavrentiev gap, for the general functional
(1.17), collected in the papers [58] and [60]. Based on the result of [59], in Chapter 4 we
show the equality (1.20). We conclude analyzing the double phase functional (1.21) in
the context of the Sobolev-type space (1.22); this result is contained in [22].

9
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Chapter 2

Preliminaries and notation

In this chapter we give some preliminary results specifying the notation we adopt. We
divide these notions into two sections. In the first part we expose those useful for
guaranteeing the absence of the Lavrentiev phenomenon in the setting of (1.17) and
(1.19). While further on we provide information on the notation and basic tools used to
prove the absence of Lavrentiev for the double phase functional (1.21) in the framework
of Sobolev-type spaces.

2.1 General setting preliminaries
We denote by Ω an open, bounded subset of Rn, n ⩾ 2, and we set

BR ≡ BR(x0) := {x ∈ Rn : |x− x0| < R},

where, unless differently specified, all the balls considered will have the same center.
With c we denote a constant not necessarily the same in any two occurrences, the
relevant dependence being emphasized. We specify that we deal with functional of type
(1.17) where the density f is of Carathéodory type, it is convex in z and it satisfies a
(p, q)-growth condition. We adopt the usual definition of local minimizer.
Definition 2.1.1. A function u ∈ W 1,1

loc (Ω,RN ) is a local minimizer of F if and only if
x 7→ f(x,Du(x)) ∈ L1

loc(Ω) and∫
supp φ

f(x,Du(x)) dx ⩽
∫

supp φ
f(x,Du(x) +Dφ(x)) dx,

for any φ ∈ W 1,1(Ω,RN ) with supp φ ⋐ Ω.

2.1.1 Some useful lemmas

In what follows we will give several lemmas, used in the proof of Theorem 3.1.1, concerning
functions belonging to fractional Sobolev spaces, more details can be found in [3]. Let us
define the difference operator

τs,hG(x) := G(x+ hes) −G(x)

11



Section 2.1: General setting preliminaries

where G : Rn → Rk, h ∈ R, es is the unit vector in the xs direction and 1 ⩽ s ⩽ n. The
following two lemmas are basic results about difference operator and weak derivatives.

Lemma 2.1.2. If 0 < ρ < R, |h| < R − ρ, 1 ⩽ t < ∞, s ∈ {1, . . . , n} and G,DsG ∈
Lt(BR), then ∫

Bρ

|τs,hG(x)|t dx ⩽ |h|t
∫

BR

|DsG(x)|t dx.

Lemma 2.1.3. Let G ∈ L2(BR) be such that

n∑
s=1

∫
Bρ

|τs,hG(x)|2 dx ⩽M2|h|2

for every |h| < R− ρ. Then G ∈ W 1,2(Bρ) and

||DsG||L2(Bρ) ⩽M, ∀s = 1, . . . , n.

For the following lemma we focus our attention on fractional Sobolev embedding theorem.
We specify that this is a version localized on balls with an explicit dependence of the
constant upon the radii ρ and R obtained by a suitable use of a cut-off function betweeen
Bρ and BR. For the general version see [3].

Lemma 2.1.4. Let G : Rn → Rk, G ∈ L2(BR), 0 < R ⩽ 1 be such that

n∑
s=1

∫
BR

|τs,hG(x)|2η2(x) dx ⩽M2|h|2d

for some ρ ∈ (0, R), d ∈ (0, 1), M > 0, η : Rn → R with η ∈ C1
0(B ρ+R

2
), 0 ⩽

η ⩽ 1 in Rn, |Dη| ⩽ 4
R−ρ in Rn, η|Bρ

= 1 and for all h with |h| ⩽ R−ρ
4 . Then

G ∈ W b,2(Bρ,R
k) ∩ L

2n
n−2b (Bρ,R

k) for every b ∈ (0, d) and

||G||
L

2n
n−2b (Bρ)

⩽
c

(R− ρ)2b+2d+2 (M + ||G||L2(BR))

where c ≡ c(n, k, b, d).

The following result is a consequence of Lemma 2.1 and 2.2 of [2].

Lemma 2.1.5. For every p > 1 and G : BR → Rk we have

|τs,h((µ2 + |G(x)|2)
p−2

4 G(x))|2 ⩽ c(k, p)(µ2 + |G(x)|2 + |G(x+ hes)|2)
p−2

2 |τs,hG(x)|2

for all x ∈ Bρ, s = 1, . . . , n, |h| < R− ρ, with the constant c ≡ c(k, p) independent of µ,
0 ⩽ µ ⩽ 1.

For the proof of the next lemma see [74, Chapter 6, Section 3].

12



Section 2.1: General setting preliminaries

Lemma 2.1.6. Let h : [ρ,R0] → R be a non-negative bounded function and 0 < θ < 1,
A ⩾ 0, β > 0. Assume that

h(r) ⩽ A

(d− r)β
+ θh(d)

for ρ ⩽ r < d ⩽ R0. Then
h(ρ) ⩽ cA

(R0 − ρ)β

where c ≡ c(θ, β) > 0.

To prove in Theorem 3.2.5 that the Lavrentiev term is identically zero we use the following
classical result.

Lemma 2.1.7. Let us set

X = W 1,p(BR,R
N ) and Y = W 1,p(BR,R

N ) ∩W 1,q
loc (BR,R

N ).

Let F : X → R ∪ {+∞} be sequentially lower semicontinuous with∫
BR

|Du(x)|p dx ⩽ F(u). (2.1)

Let u ∈ X be such that F(u) < +∞. Then

L(u) = 0

if and only if there exists a sequence

{uk}k∈N ⊂ Y

such that uk ⇀ u weakly in X and

F(uk) → F(u).

Proof. Let us start assuming that for every u ∈ X there exists a sequence {ũk}k∈N ∈ Y
such that ũk ⇀ u weakly in X and F(ũk) → F(u). We distinguish two cases.

• If F(u) = +∞, since F is s.l.s.c. we have

F̄X(u) = F(u) = +∞ =⇒ L(u) = 0.

• If F(u) < +∞, using the sequentially lower semicontinuity of F and the definition
(1) we get

F(u) = F̄X(u) ⩽ F̄Y (u)

= inf
uk

{
lim inf
k→+∞

F(uk) : uk ∈ Y ∀k ∈ N and uk ⇀ u in X

}
⩽ lim inf

k→+∞
F(ũk) = F(u),

where the last inequality is due to the particular sequence {ũk}k∈N for which we
have F(ũk) → F(u); so L(u) = 0.

13
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Now let us suppose L(u) = 0.

• If F(u) = +∞, we have
F̄Y (u) = F̄X(u) = +∞.

So, for all {uk}k∈N ⊂ Y such that uk ⇀ u in X it holds

lim inf
k→+∞

F(uk) = +∞.

Then, for every M > 0 there exists kM such that for all k ⩾ kM we have

M ⩽ inf
s⩾k

F(us) ⩽ F(uk).

Therefore,
F(uk) → F(u).

• If F(u) < +∞, then

F(u) = F̄X(u) = F̄Y (u)

= inf
uk

{
lim inf
k→+∞

F(uk) : uk ∈ Y ∀k ∈ N and uk ⇀ u in X

}
,

and so for all r > 0 there exists ur,k
X−−−−⇀

k→+∞
u such that

F̄Y (u) ⩽ lim inf
k→+∞

F(ur,k) ⩽ F̄Y (u) + 1
r
.

Consequently, there exists a subsequence ũr,k := ur,sk
such that ũr,k

X−−−−⇀
k→+∞

u and

lim inf
k→+∞

F(ur,k) = lim
k→+∞

F(ũr,k).

Now, let p′ be the conjugate exponent of p, i.e. 1
p + 1

p′ = 1, and let {gh}h∈N be a
sequence dense in Lp′(BR,R). For r = 1 we have

F̄Y (u) ⩽ lim
k→+∞

F(ũ1,k) ⩽ F̄Y (u) + 1
1 ,

ũ1,k
X−−−−⇀

k→+∞
u, ũ1,k

Lp

−−−−→
k→+∞

u

and ∣∣∣∣∫
BR

g1(Diũ
j
1,k −Diu

j) dx
∣∣∣∣ −−−→

k→∞
0,

for all i = 1, . . . , n and j = 1, . . . , N. Then there exists k1 ⩾ 1 such that

F̄Y (u) − 1
1 ⩽ F(ũ1,k1) ⩽ F̄Y (u) + 1

1 + 1
1 ,

14
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||ũ1,k1 − u||Lp ⩽
1
1

and ∣∣∣∣∫
BR

g1(Diũ
j
1,k1

−Diu
j) dx

∣∣∣∣ ⩽ 1
1 ,

for all i = 1, . . . , n and j = 1, . . . , N. For r = 2 we have

F̄Y (u) ⩽ lim
k→+∞

F(ũ2,k) ⩽ F̄Y (u) + 1
2 ,

ũ2,k
X−−−−⇀

k→+∞
u, ũ2,k

Lp

−−−−→
k→+∞

u

and∣∣∣∣∫
BR

g1(Diũ
j
2,k −Diu

j) dx
∣∣∣∣ −−−−→

k→+∞
0,

∣∣∣∣∫
BR

g2(Diũ
j
2,k −Diu

j) dx
∣∣∣∣ −−−−→

k→+∞
0,

for all i = 1, . . . , n and j = 1, . . . , N. Then, there exists k2 > k1 such that

F̄Y (u) − 1
2 ⩽ F(ũ2,k2) ⩽ F̄Y (u) + 1

2 + 1
2 ,

||ũ2,k2 − u||Lp ⩽
1
2

and ∣∣∣∣∫
BR

g1(Diũ
j
2,k2

−Diu
j) dx

∣∣∣∣+ ∣∣∣∣∫
BR

g2(Diũ
j
2,k2

−Diu
j) dx

∣∣∣∣ ⩽ 1
2 ,

for all i = 1, . . . , n and j = 1, . . . , N. Hence, iterating the process, we have
1 ⩽ k1 < k2 < · · · < kh such that

F̄Y (u) − 1
h
⩽ F(ũh,kh

) ⩽ F̄Y (u) + 1
h

+ 1
h
,

||ũh,kh
− u||Lp ⩽

1
h

and ∣∣∣∣∫
BR

gs(Diũ
j
h,kh

−Diu
j) dx

∣∣∣∣ ⩽ 1
h
,

for all s = 1, . . . , h, i = 1, . . . , n and j = 1, . . . , N. Let us set

wh := ũh,kh
.

We observe that, by (2.1)∫
BR

|Dwh(x)|p dx ⩽ F(wh) ⩽ F̄Y (u) + 2,

hence
||Dwh||Lp(BR) ⩽ (F̄Y (u) + 2)

1
p .

15
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Moreover, for every g ∈ Lp′(BR,R) and for every s ∈ N there exists k ∈ N such
that

||g − gk||Lp′ (BR) ⩽
1
s
.

Therefore, for all h ⩾ k, for all i = 1, . . . , n and j = 1, . . . , N , we have∣∣∣∣∫
BR

g(Diw
j
h −Diu

j) dx
∣∣∣∣ =

∣∣∣∣∫
BR

[gk + (g − gk)](Diw
j
h −Diu

j) dx
∣∣∣∣

=
∣∣∣∣∫

BR

gk(Diw
j
h −Diu

j) dx
∣∣∣∣+ ∣∣∣∣∫

BR

(g − gk)(Diw
j
h −Diu

j) dx
∣∣∣∣

⩽
1
h

+ ||g − gk||Lp′ (BR)||Dwh −Du||Lp(BR)

⩽
1
h

+ 1
s

[
(F̄Y (u) + 2)

1
p + ||Du||Lp(BR)

]
⩽

1
s

[
1 + (F̄Y (u) + 2)

1
p + ||Du||Lp(BR)

]
,

where the last inequality is in force if h ⩾ s. Recalling that F̄Y (u) < +∞, we just
got that for every g ∈ Lp′(BR,R) it holds∫

BR

g(Diw
j
h −Diu

j) dx −−−−→
h→+∞

0,

for all i = 1, . . . , n and j = 1, . . . , N . Then, summarizing, {wh}h∈N ⊂ Y and

w̃h
X−−−−⇀

h→+∞
u, F(wh) −→ F(u).

This ends the proof.

Next two lemmas are used in the proof of Theorem 4.1.1. The first one is a generalized
version of Lemma 2.1.6.

Lemma 2.1.8. Let Z(t) be a bounded non-negative function in the interval [ρ,R]. Assume
that for ρ ⩽ r < d ⩽ R

Z(r) ⩽ [A(d− r)−α +B(d− r)−β + C] + θZ(d),

with A,B,C ⩾ 0, α, β > 0 and 0 ⩽ θ < 1. Then

Z(ρ) ⩽ c(α, θ)[A(R− ρ)−α +B(R− ρ)−β + C].

Lemma 2.1.9. Assume that (4.11) and (4.12) hold. Let Aβ
ε,i be defined as in (4.32), see

Chapter 5. Then there exists c > 0 such that for all ε ∈ (0, 1), for all x ∈ Ω and for all
z, z̃ ∈ RN×n

|z|p ⩽ c

 N∑
β=1

n∑
i=1

Aβ
ε,i(x, z)(z

β
i − z̃β

i ) + (1 + |z̃|)
p(q−1)

p−1

 . (2.2)

16
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Proof. By (4.11)

|z|p ⩽ 2p−1(|z − z̃|p−2|z − z̃|2 + |z̃|p)

⩽ c
(
(|z|2 + |z̃|2)

p−2
2 |z − z̃|2 + |z̃|p

)
⩽ c̃

∑
β,i

(Aβ
ε,i(x, z) −Aβ

ε,i(x, z̃))(z
β
i − z̃β

i ) + |z̃|p
 , for all z, z̃ ∈ RN×n,

for some constant c̃ > 0. By (4.12) and the Young inequality

c̃

∣∣∣∣∣∣
∑
β,i

Aβ
ε,i(x, z̃)(z

β
i − z̃β

i )

∣∣∣∣∣∣ ⩽ c(M + 1)(1 + |z̃|)q−1|z − z̃| ⩽ 1
2 |z|p + c(1 + |z̃|)

p(q−1)
p−1 .

Thus (2.2) follows.

Lastly, we state and prove respectively [93, Lemma 2.1] and [75, Lemma 2.1].

Lemma 2.1.10 (Lemma 2.1 in [93]). Let Ω ⊂ Rn and f : Ω ×RN×n → R, f = f(x, z),
be a convex function with respect to z such that

|f(x, z)| ⩽ L(1 + |z|q), for all z ∈ RN×n, (2.3)

where q ⩾ 1 and L is a positive constant. Then∣∣∣∣∂f∂z (x, z)
∣∣∣∣ ⩽ c(1 + |z|q−1), for all z ∈ RN×n,

where c ≡ c(n,N, q, L) is a positive constant.

Proof. The proof is obvious if ∂f
∂z (x, z) = 0. Let us suppose ∂f

∂z (x, z) ̸= 0. Since z 7→ f(x, z)
is convex we have

f(x, z̃) ⩾ f(x, z) + ∂f

∂z
(x, z)(z − z̃), (2.4)

for all z, z̃ ∈ RN×n. Now, let us choose z̃ := z + h, where

h := (1 + |z|q)
1
q

∂f
∂z (x, z)∣∣∣∂f
∂z (x, z)

∣∣∣ .
Then, by (2.4),

(1 + |z|q)
1
q

∣∣∣∣∂f∂z (x, z)
∣∣∣∣ = ∂f

∂z
(x, z)h

⩽ f(x, z + h) − f(x, z)
⩽ |f(x, z + h)| + |f(x, z)|
⩽ L(1 + |z + h|q) + L(1 + |z|q)
⩽ (2q + 1)2L(1 + |z|q).
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Consequently, ∣∣∣∣∂f∂z (x, z)
∣∣∣∣ ⩽ (2q + 1)2L(1 + |z|q)1− 1

q

⩽ 23+q− 1
qL(1 + |z|q−1).

Let us now define the function fµ(z) := (µ2 + |z|2)
p
2 , where p > 1 and µ ∈ [0, 1]. We set

V (z) := 1
p

∂fµ

∂z
(z) = (µ2 + |z|2)

p−2
2 z (2.5)

and
W (t) := (µ2 + t2)

p−2
2 t.

We observe that |V (z)| = W (|z|). Now,

W ′(t) = (µ2 + t2)
p−4

2 [µ2 + (p− 1)t2] (2.6)

is positive for t > 0, so W is increasing and since W (0) = 0 and limt→+∞W (t) = ∞,
it follows that W maps [0,+∞) bijectively onto [0,+∞). This in turn implies that
V (z) = W (|z|) z

|z| is also bijective. We state and prove the following lemma that we will
use in Chapter 3, section 3.4. We point out that the case that attracts our interest is
1 < p < 2.

Lemma 2.1.11 (Lemma 2.1 in [75]). There exist positive constants c1 and c2 depending
only on p > 1 such that, for all z1, z2 ∈ RN×n with z1 ̸= z2, we have

c1 ⩽
|V (z1) − V (z2)|

(µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|
⩽ c2. (2.7)

Proof. We just consider the case 1 < p < 2, the proof of the lemma for p > 2 is given in
[73]. We start observing that (2.6) provides the estimate

(p− 1)(µ2 + t2)
p−2

2 ⩽W ′(t) ⩽ (µ2 + t2)
p−2

2 . (2.8)

Let us assume 0 < s < t where s = |z1| and t = |z2|. Considered as a function of
θ := s−1t−1⟨z1, z2⟩ ∈ [−1, 1], the square of the expression in (2.7)

W (s)2 +W (t)2 − 2W (s)W (t)θ
(µ2 + s2 + t2)p−2(s2 + t2 − 2stθ)

attains its extremal values at the end points θ = −1 and θ = 1. Therefore it is enough to
estimate

W (t) ±W (s)
(µ2 + s2 + t2)

p−2
2 (t± s)

.
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Since µ2 + s2 + t2 ⩽ µ2 + (s+ t)2, we have

1 = (µ2 + s2 + t2)
p−2

2 s+ (µ2 + s2 + t2)
p−2

2 t

(µ2 + s2 + t2)
p−2

2 (s+ t)
⩽
W (s) +W (t)
W (s+ t) ⩽ 2.

Applying the Mean Value Theorem to the function W , we obtain

W (t) −W (s)
(µ2 + s2 + t2)

p−2
2 (t− s)

= W ′(r)
(µ2 + s2 + t2)

p−2
2

⩾
(p− 1)(µ2 + r2)

p−2
2

(µ2 + s2 + t2)
p−2

2
⩾ p− 1,

for some r with s < r < t. We have also used (2.8) and µ2 + r2 < µ2 + s2 + t2.
If 3s ⩽ t then t− s ⩾ 1

2(t+ s). Therefore

W (t) −W (s)
(µ2 + s2 + t2)

p−2
2 (t− s)

⩽
W (t)

(µ2 + (s+ t)2)
p−2

2 1
2(t+ s)

= 2W (t)
W (s+ t) ⩽ 2.

If t < 3s then s < r < t implies that t < 3r, so we have µ2 + s2 + t2 < 10(µ2 + r2). This
gives

W (t) −W (s)
(µ2 + s2 + t2)

p−2
2 (t− s)

= W ′(r)
(µ2 + s2 + t2)

p−2
2

⩽
(µ2 + r2)

p−2
2

(µ2 + s2 + t2)
p−2

2
⩽ 10

1
2 |p−2|.

Then (2.7) holds with c1 := p− 1 and c2 := max
{

2, 10 1
2 |p−2|

}
⩽

√
10.

It follows that, by the definition (2.5) of V and by (2.7), we have

p(p− 1) ⩽

∣∣∣∂fµ

∂z (z1) − ∂fµ

∂z (z2)
∣∣∣

(µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|
⩽ p

√
10.

With this lemma we conclude the preliminary part concerning the general setting.

2.2 Sobolev-type space preliminaries
Given a set Ω ⊆ Rn, γ ∈ (0, 1], and a function f : Ω → R, we denote by

[f ]0,γ := sup
x,y∈Ω,x ̸=y

|f(x) − f(y)|
|x− y|γ

, (2.9)

the Hölder seminorm of f . We say that two real functions f, g are comparable, if there
exists a constant c > 0 such that

f ⩽ g ⩽ cf.

We moreover say that the function f : [0,+∞) → [0,+∞) satisfies ∆2-condition if there
exists a constant c > 0 such that

f(2t) ⩽ cf(t),

19



Section 2.2: Sobolev-type space preliminaries

for any t. We denote such situation by f ∈ ∆2. Let us introduce some basic facts
concerning spaces of Musielak–Orlicz type [35, 36, 77]. With the function M : Ω ×
[0,+∞) → R, given by

M(x, t) = tp + a(x)tq for p, q > 1 , 0 ⩽ a ∈ L∞ ,

we can define the corresponding Musielak–Orlicz space

LM (Ω) =
{
ξ : Ω → Rn measurable and such that

∫
Ω
M(x, |ξ(x)|) dx < ∞

}
equipped with the Luxemburg norm

||ξ||LM (Ω) := inf
{
λ > 0 :

∫
Ω
M

(
x,

|ξ(x)|
λ

)
dx ⩽ 1

}
.

Related Sobolev space W (Ω) =
{
u ∈ W 1,1

0 (Ω,R) :
∫

ΩM(x, |Du(x)|) dx < ∞
}

is consid-
ered with the norm

||u||W (Ω) := ||u||L1(Ω) + ||Du||LM (Ω).

We say that, a sequence {ξk}k∈N converges to ξ modularly in LM (Ω) if∫
Ω
M(x, |ξk − ξ|) dx k→∞−−−→ 0 , (2.10)

and we denote it by ξk
M−−−→

k→∞
ξ. We mention the Generalized Vitali Convergence Theorem

from the [36, Theorem 3.4.4], stating that

ξk → ξ modularly ⇐⇒ the family {M(x, |ξk(x)|)}k∈N is uniformly integrable
and {ξk}k∈N converges in measure to ξ. (2.11)

By the choice of M , it is equivalent to say that the sequence {uk}k∈N ⊂ W (Ω,R)
converges to u ∈ W (Ω,R) in the strong topology of W (Ω,R) and that

uk
L1

−−−→
k→∞

u in L1(Ω) and Duk
M−−−→

k→∞
Du modularly. (2.12)

In order to prove that every u ∈ W can be approximated in W -norm by a sequence in
C∞

c we can just consider u ∈ W ∩ L∞. Indeed, by the following lemma we have that
W ∩ L∞ is dense in W .

Lemma 2.2.1. The space W (Ω,R) ∩ L∞(Ω,R) is dense in W (Ω,R).

Proof. Let u ∈ W (Ω,R). Consider truncation of u defined as

Tk(u) :=

u if |u| ⩽ k

k
u

|u|
if |u| > k.
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Clearly, Tk(u) ∈ L∞(Ω,R). Moreover, chain rule for Sobolev maps implies that DTk(u) =
Du1|u|⩽k so that DTk(u) → Du almost everywhere (a.e.) as k → ∞. As M(x, 0) = 0 we
have that

0 ⩽M(x, |DTk(u)|) = M(x, |Du|)1|u|⩽k ⩽M(x, |Du|),

so that the sequence {M(x, |DTk(u)|)}k∈N is uniformly integrable. Then by (2.11) and
(2.12) we conclude the proof.

Now we introduce the approximation method by convolution with shrinking. This method
is of use in many papers concerning the absence of the Lavrentiev phenomenon and
density of smooth functions in Musielak–Orlicz–Sobolev spaces, see [4, 21, 23, 28]. Let
us fix n,m ∈ N and let Ω ⊂ Rn be a bounded star-shaped domain with respect to a
ball B(x0, R). For δ > 0 define κδ = 1 − δ

R . Moreover, let ρδ be a standard regularizing
kernel on Rn, that is ρδ(x) = ρ(x/δ)/δn, where ρ ∈ C∞(Rn), supp ρ ⋐ B(0, 1) and∫
Rn ρ(x) dx = 1, ρ(x) = ρ(−x), such that 0 ⩽ ρ ⩽ 1. Then for any measurable function
v : Rn → Rm, we define the function Sδv : Rn → Rm by

Sδv(x) :=
∫

Ω
ρδ(x− y)v

(
x0 + y − x0

κδ

)
dy =

∫
Bδ(0)

ρδ(y)v
(
x0 + x− y − x0

κδ

)
dy .

(2.13)
By direct computations, one can show that Sδv has a compact support in Ω for δ ∈
(0, R/4). Moreover, we observe that for v ∈ W (Ω,R) it holds that

DSδv = 1
κδ
Sδ(Dv) . (2.14)

We introduce other useful properties of this approximation in the next two lemmas.

Lemma 2.2.2 (Lemma 3.1 in [23]). If v ∈ L1(Ω,R), then Sδv converges to v in L1(Ω),
and so in measure, as δ → 0.

Proof. Without loss of generality, we assume that Ω is star-shaped with respect to a ball
B(0, R). For the general case we can change variables moving the center of the ball to
the origin and applying the result for this case, then we reverse the change of variables.
We start observing that

||Sδv − v||L1 =
∫
Rn

∣∣∣∣∣
∫

Bδ(0)
ρδ(y)v

(
x− y

kδ

)
dy − v(x)

∣∣∣∣∣ dx
⩽
∫
Rn

∫
Bδ(0)

ρδ(y)
∣∣∣∣v (x− y

kδ

)
− v(x)

∣∣∣∣ dy dx.
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Now, for some ball B = B(0, r), r > 0, taking a function g ∈ C∞
c (Rn,R), we have

||Sδg − g||L1 ⩽
∫

B

∫
Bδ(0)

ρδ(y)
∣∣∣∣g (x− y

kδ

)
− g(x)

∣∣∣∣ dy dx
⩽ ||Dg||L∞

∫
B

∫
Bδ(0)

ρδ(y)
(

|x|
( 1
kδ

− 1
)

+ |y|
kδ

)
dy dx

⩽ ||Dg||L∞

∫
B

∫
Bδ(0)

ρδ(y)
(
r

( 1
kδ

− 1
)

+ δ

kδ

)
dy dx

⩽ ||Dg||L∞V r
n

(
r

( 1
kδ

− 1
)

+ δ

kδ

)
−→
δ→0

0.

where V r
n is the volume of the n-ball B(0, r). We fix any ε > 0 and take g ∈ C∞

c (Rn,R)
such that ||v − g||L1 < ε. By Young inequality, it holds that

||Sδv − v||L1 ⩽ ||Sδv − Sδg||L1 + ||Sδg − g||L1 + ||g − v||L1

⩽ kn
δ ε+ ||Sδg − g||L1 + ε −→

δ→0
2ε.

By taking ε → 0, we obtain ||Sδv − v||L1 −→
δ→0

0. Since convergence in L1 implies
convergence in measure we just proved that limδ→0 Sδv = v.

Lemma 2.2.3 (Lemma 3.3 in [23]). Let v ∈ W 1,1
0 (Ω,R), where Ω is a star-shaped domain

with respect to a ball B(x0, R). It holds that

• if v ∈ L∞(Ω,R), then

||DSδ(v)||L∞ ⩽ δ−1||v||L∞ ||Dρ||L1 ; (2.15)

• if v ∈ C0,γ(Ω,R), γ ∈ (0, 1], then

||DSδ(v)||L∞ ⩽
δγ−1

κγ
δ

[v]0,γ ||Dρ||L1 . (2.16)

Proof. As in Lemma 2.2.2 without loss of generality we assume that x0 = 0. We start
proving (2.15). Note that DSδ(v) = v

(
x
kδ

)
∗ (Dρδ), therefore by Hölder inequality we

obtain

||DSδv||L∞ ⩽ ||v||L∞

∫
Rn

|Dρδ(x)| dx

= ||v||L∞

∫
Rn
δ−n−1

∣∣∣∣Dρ(xδ
)∣∣∣∣ dx

= δ−1||v||L∞ ||Dρ||L1 ,

which is (2.15). To prove (2.16) we first observe that DSδ(v) = 1
kδ
Sδ(Dv). Let us fix any

x ∈ Ω and denote ṽ(y) := v(y) − v(x/kδ). We have

DSδ(v) = 1
kδ
Sδ(Dv) = 1

kδ
Sδ(Dṽ) = DSδ(ṽ).
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Therefore, it holds that

|DSδ(v)(x)| ⩽
∫

Ω

∣∣∣∣ṽ ( ykδ

)∣∣∣∣ |(Dρδ)(y − x)| dy

=
∫

B(x,δ)

∣∣∣∣ṽ ( ykδ

)∣∣∣∣ |(Dρδ)(y − x)| dy

⩽
(
δ

kδ

)γ

[v]0,γ ||Dρδ||L1 , (2.17)

where we used the fact that∣∣∣∣ṽ ( ykδ

)∣∣∣∣ =
∣∣∣∣v ( ykδ

)
− v

(
x

kδ

)∣∣∣∣ ⩽ ( |x− y|
kδ

)γ

[v]0,γ , for y ∈ B(x, δ).

To end the proof, we observe that ||Dρδ||L1 = δ−1||Dρ||L1 and hence by (2.17) we obtain
(2.16).
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Chapter 3

Non occurrence of Lavrentiev gap
for a class of functionals with
non-standard growth

In this chapter we prove the absence of the Lavrentiev phenomenon for the following
non-autonomous functional

F(u) :=
∫

Ω
f(x,Du(x)) dx, (3.1)

where Ω ⊂ Rn is a bounded open set, u : Ω → RN , f : Ω × RN×n → R, n ⩾ 2 and
N ⩾ 1. The density f(x, z) satisfies a (p, q)-growth condition with respect to z and
can be approximated, from below, by means of a suitable sequence of functions fk. We
consider BR ⋐ Ω and the spaces

X = u0 +W 1,p
0 (BR,R

N ) and Y = X ∩W 1,q
loc (BR,R

N ),

where u0 ∈ W 1,p(BR,R
N ) is a suitable boundary value. We also prove that the lower

semicontinuous envelope F̄Y coincides with F or, in other words, that the Lavrentiev
term is equal to zero for any admissible function u ∈ W 1,p(BR,R

N ). We perform the
approximations by means of functions preserving the values on the boundary of BR.

Let us compare the present approach with the one in [67]. Both of them approxi-
mate the original density f(x, z). In [67] such an approximation is performed from above
by means of fσ(x, z) = f(x, z) + σ|z|q; in this way fσ(x, z) has the same growth q from
below and from above; after minimizing the corresponding integral energy

Fσ(u) =
∫
fσ(x,Du(x)) dx,

the authors find good estimates for minimizer uσ; the difficult task is to show that
Fσ(uσ) → F(u): for this reason in [67] it is assumed that L(u) = 0. On the other hand,
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Section 3.1: A priori estimate

in the present paper, we perform the approximation from below by means of fk. After
minimizing the integral energy

Fk(u) :=
∫
fk(x,Du(x)) dx, (3.2)

we find good estimates for minimizer uk; now it is easy to show that Fk(uk) → F(u).
At this point the question arises: when is such an approximating sequence fk available?
We give a first answer in Theorem 3.4.1 in the case of f(x, z) = f̃(x, |z|), for some
f̃ : Ω × [0,+∞) → R.

Let us mention that approximation from below has been used in [37, 44, 45, 62].
Specifically in [37, 44, 45] and [62] the approximation is made with C2 functions. On
the contrary, in our proof we need not C2 approximation: our fk is only C1; we need p
growth from below and from above, with fk ⩽ fk+1. Approximation from above is easier
when f does not depend on x: f(x, z) = f(z); see [66].

Let us give a last remark. The strict inequality q < p
(

n+α
n

)
in our assumption (1.16)

is used in the proof when checking (3.8). As far as the bordeline case q = p
(

n+α
n

)
is

concerned, we mention [12] where the authors are able to deal with densities f satisfing

c1(|z|p + a(x)|z|q) ⩽ f(x, u, z) ⩽ c2(|z|p + a(x)|z|q)

for suitable positive constants c1, c2; see also [55].

The present chapter is divided into five section. In the first one we get an a priori
estimate for the minimizer of the approximating functional (3.2). Then we pass to prove
the absence of the Lavrentiev Phenomenon for (3.1). This result is then properly used
to prove that L(u) = 0 for every u ∈ W 1,p by means of a perturbation of the functional
(3.1). In Section 3.3 we apply the penalizing method to prove that the gap is identically
zero for other functionals: in particular those previously considered in [70] and [37]. In
the first case a vectorial problem set in Morrey spaces is considered. In the second one
we are concerned with a multidimensional scalar problem whose lagrangian is of sum
type. In Section 3.4 we explain how to get the approximating functions fk in the case of
a radial lagrangian. We conclude with an example of density for which we do not have
the Lavrentiev gap.

3.1 A priori estimate
The theorem presented in this section allows us to obtain an a priori estimate for the
minimizer uk ∈ W 1,p(BR,R

N ) of the functional

Fk(u) =
∫

BR

fk(x,Du(x)) dx.

For simplicity of notation and because the result is applicable to any density satisfing the
hypothesis of the theorem (that is to say, not necessarily for approximating functions)
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Section 3.1: A priori estimate

we will not write the index k. The a priori estimate is obtained by using fractional
differentiability and it is inspired by Theorem 4 in [67].

Theorem 3.1.1. Let Ω ⊂ Rn be a bounded open set, let α ∈ (0, 1] and p, q be such that

1 < p < q < p

(
n+ α

n

)
.

Let f : Ω ×RN×n → R be a Carathéodory function. Assume that there exist L ∈ [1,+∞),
M ∈ (0,+∞) and µ ∈ [0, 1] such that

z 7→ f(x, z) ∈ C1(RN×n), for all x ∈ Ω, (H̃1)

L̃−1|z|p ⩽ f(x, z) ⩽ L̃(1 + |z|q), (H̃2)

L̃−1(µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|2 ⩽
〈
∂f

∂z
(x, z1) − ∂f

∂z
(x, z2), z1 − z2

〉
, (H̃3)

∣∣∣∣∂f∂z (x, z) − ∂f

∂z
(y, z)

∣∣∣∣ ⩽ L̃|x− y|α(1 + |z|q−1), (H̃4)

∣∣∣∣∂f∂z (x, z)
∣∣∣∣ ⩽M(1 + |z|p−1), (H̃5)

∣∣∣∣∂f∂z (x, z) − ∂f

∂z
(y, z)

∣∣∣∣ ⩽M |x− y|α(1 + |z|p−1). (H̃6)

Assume that u ∈ W 1,p(BR,R
N ) is a minimizer of

F(u) =
∫

BR

f(x,Du(x)) dx

with a suitable boundary datum, where BR ⋐ Ω, R ∈ (0, 1].

Then, for all t ∈
[
p, np

n−α

)
and all ρ ∈ (0, R) there exist two constants

c ≡ c(n,N, q, p, L̃, R, ρ, t, α), β ≡ β(n, q, p, t, α),

belonging to (0,+∞), such that∫
Bρ

|Du(x)|t dx ⩽ c

(∫
BR

[f(x,Du(x)) + 1] dx
)β

. (3.3)
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Remark 3.1.2. It is important to note that the constant c and the exponent β in (3.3)
do not depend on the constant M appearing in (H̃5) and (H̃6), this will be used later.

Proof of Theorem 3.1.1. First of all we observe that the hypothesis (H̃2) and (H̃3) imply
that there exists a constant c̃ ≡ c̃(n,N, q, L̃) such that∣∣∣∣∂f∂z (x, z)

∣∣∣∣ ⩽ c̃(1 + |z|q−1), (H̃7)

for the proof of this inequality see Lemma 2.1.10.

We divide the proof into three steps.

Step 1: weak Euler-Lagrange equation for the minimizer u ∈ W 1,p(BR,R
N )

Note first that z 7→ f(x, z) ∈ C1(RN×n), ∀x ∈ Ω, then

|f(x, z)| =
∣∣∣∣f(x, 0) +

∫ 1

0

∂

∂t
(f(x, tz)) dt

∣∣∣∣
⩽ |f(x, 0)| +

∫ 1

0

∣∣∣∣∂f∂z (x, tz)
∣∣∣∣ |z| dt

⩽ |f(x, 0)| +
∫ 1

0
M(1 + |tz|p−1)|z| dt

⩽ |f(x, 0)| +M |z| +M |z|p.

The above inequality, together with hypothesis (H̃5), leads to the following weak form of
the Euler-Lagrange equation for u ∈ W 1,p(BR,R

N )

∫
BR

N∑
i=1

n∑
j=1

[
∂f

∂zi
j

(x,Du(x))∂φ
i

∂xj
(x)
]
dx = 0, ∀φ ∈ W 1,p

0 (BR,R
N ). (3.4)

Step 2: the minimizer u ∈ W 1,q
loc (BR,R

N )

We pick 0 < ρ ⩽ r < d ⩽ R ⩽ 1 and a cut-off function η ∈ C∞
0 (B d+r

2
) such that

0 ⩽ η ⩽ 1 and
η|Br

≡ 1, |Dη| ⩽ 4
d− r

.

We choose s ∈ {1, . . . , n} and h ∈ R :

0 < |h| ⩽ d− r

4 .
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Now we substitute φ := τs,−h(η2τs,hu) into (3.4) and deduce∫
BR

η2τs,h

(
∂f

∂z
(x,Du)

)
τs,hDudx︸ ︷︷ ︸

I

= −
∫

BR

τs,h

(
∂f

∂z
(x,Du)

)
2ηDη ⊗ τs,hu dx︸ ︷︷ ︸

II

.

We point out that such a φ is admissible because of the p−growth condition of f itself
and u ∈ W 1,p(BR,R

N ).

Now we study I:∫
BR

η2τs,h

(
∂f

∂z
(x,Du)

)
τs,hDudx

=
∫

BR

η2
[
∂f

∂z
(x+ hes, Du(x+ hes)) − ∂f

∂z
(x,Du(x))

]
τs,hDudx

=
∫

BR

η2
[
∂f

∂z
(x+ hes, Du(x+ hes)) − ∂f

∂z
(x,Du(x+ hes))

]
τs,hDudx

+
∫

BR

η2
[
∂f

∂z
(x,Du(x+ hes)) − ∂f

∂z
(x,Du(x))

]
τs,hDudx.

In the following we estimate the terms above. We start with∫
BR

η2
[
∂f

∂z
(x,Du(x+ hes)) − ∂f

∂z
(x,Du(x))

]
τs,hDudx

(H̃3)
⩾

∫
BR

η2[L̃−1(µ2 + |Du(x+ hes)|2 + |Du(x)|2)
p−2

2 |τs,hDu|2] dx

⩾
∫

BR

c(N, p, L̃)η2|τs,h[(µ2 + |Du(x)|2)
p−2

4 Du(x)]|2 dx, (E1)

where for the last inequality we have used Lemma 2.1.5. Now let us move on with∣∣∣∣∫
BR

η2
[
∂f

∂z
(x+ hes, Du(x+ hes)) − ∂f

∂z
(x,Du(x+ hes))

]
τs,hDudx

∣∣∣∣
(H̃6)
⩽ M

{∫
BR

η2[1 + |Du(x+ hes)|p−1]|τs,hDu(x)| dx
}

|h|α

⩽ c(n,N, p,M)


∫

B d+r
2

[1 + |Du(x)|p + |Du(x+ hes)|p] dx

 |h|α

⩽ c(n,N, p,M)
{∫

Bd

(1 + |Du(x)|p) dx
}

|h|α. (E2)
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We pass to the one we have labelled II∣∣∣∣∫
BR

τs,h

(
∂f

∂z
(x,Du)

)
2ηDη ⊗ τs,hu dx

∣∣∣∣
(H̃5)
⩽ c(n,N,M)

∫
BR

η|Dη|[1 + |Du(x)|p−1 + |Du(x+ hes)|p−1]|τs,hu(x)| dx

⩽
c(n,N,M)
d− r


∫

B d+r
2

[1 + |Du(x)|p + |Du(x+ hes)|p] dx


p−1

p

×


∫

B d+r
2

|τs,hu(x)|p dx


1
p

(Hölder inequality)

⩽
c(n,N, p,M)

d− r

{∫
Bd

(1 + |Du(x)|p) dx
}

|h|α, (E3)

where for the last inequality we have used Lemma 2.1.2. Finally we sum up on s ∈
{1, · · · , n} and obtain∫

BR

n∑
s=1

|τs,h[(µ2 + |Du(x)|2)
p−2

4 Du(x)]|2η2 dx

⩽
c(n,N, p, L̃,M)

d− r

{∫
Bd

(1 + |Du(x)|p) dx
}

|h|α.

In view of this result we can apply Lemma 2.1.4 in order to have

(µ2 + |Du(x)|2)
p−2

4 Du(x) ∈ L
2n

n−2θ (Br), ∀θ ∈
(

0, α2

)
and also we can perform the following estimate

||(µ2 + |Du(x)|2)
p−2

4 Du(x)||
L

2n
n−2θ (Br)

⩽
c

(d− r)2θ+α+2

[∫
Bd

(1 + |Du|p) dx+ c

d− r

∫
Bd

(1 + |Du|p) dx
] 1

2

⩽
c

(d− r)2θ+α+3

(∫
Bd

(1 + |Du|p) dx
) 1

2
,

notably ∫
Br

(1 + |Du|)qδ dx ⩽
c

(d− r)σ

(∫
Bd

(1 + |Du|)p dx

) n
n−2θ

(3.5)

for some c ≡ c(n,N, p, q, L̃,M, θ, α), where

σ := (2θ + α+ 3) 2n
n− 2θ , δ := p

q

n

n− 2θ ,
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we enforce δ > 1, that is
θ >

n

2
q − p

q
. (3.6)

Let us note that
n

2
q − p

q
<
α

2
because it can be written as

q

p
<

n

n− α
,

which is true for the hypothesis on p and q, therefore we pick θ ∈
(

n
2

q−p
q , α

2

)
.

Hence we can conclude that u ∈ W 1,q
loc (BR,R

N ).

Step 3: the minimizer u satisfies

∫
Bρ

|Du(x)|t dx ⩽ c

(∫
BR

[f(x,Du(x)) + 1] dx
)β

for t, c, β as in the statement of the theorem, in particular the constant c and the exponent
β do not depend on M

In the following we are going to do again the passages of the Step 2 with some dif-
ferences. Firstly we remember that now u ∈ W 1,p(BR,R

N ) ∩ W 1,q(BR̃,R
N ), where

0 < ρ ⩽ r < d ⩽ R̃ < R ⩽ 1 and R̃ = ρ+R
2 . We consider the ball BR̃ in place of BR and

the weak Euler-Lagrange equation for u which is still valid for any φ ∈ W 1,q
0 (BR̃,R

N ).
After defining the cut-off function and the test function like before, we can make the
same calculations of the last step up to the estimate (E1), taking care of putting BR̃

instead of BR.

In the estimates (E2) and (E3) we use hypothesis (H̃4) and (H̃7) instead of (H̃6) and
(H̃5) respectively, that is∣∣∣∣∣

∫
BR̃

η2
[
∂f

∂z
(x+ hes, Du(x+ hes)) − ∂f

∂z
(x,Du(x+ hes))

]
τs,hDudx

∣∣∣∣∣
(H̃4)
⩽ L̃

{∫
BR̃

η2[1 + |Du(x+ hes)|q−1]|τs,hDu(x)| dx
}

|h|α

⩽ c(n,N, q, L̃)


∫

B d+r
2

[1 + |Du(x)|q + |Du(x+ hes)|q] dx

 |h|α

⩽ c(n,N, q, L̃)
{∫

Bd

(1 + |Du(x)|q) dx
}

|h|α.
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Moreover,∣∣∣∣∣
∫

BR̃

τs,h

(
∂f

∂z
(x,Du)

)
2ηDη ⊗ τs,hu dx

∣∣∣∣∣
(H̃7)
⩽ c(n,N, q, L̃)

∫
BR̃

η|Dη|[1 + |Du(x)|q−1 + |Du(x+ hes)|q−1]|τs,hu(x)| dx

⩽
c(n,N, q, L̃)

d− r


∫

B d+r
2

[1 + |Du(x)|q + |Du(x+ hes)|q] dx


q−1

q

×


∫

B d+r
2

|τs,hu(x)|q dx


1
q

(Hölder inequality)

⩽
c(n,N, q, L̃)

d− r

{∫
Bd

(1 + |Du(x)|q) dx
}

|h|α,

where for the last inequality we have used Lemma 2.1.2. As in the previous step we sum
up on s ∈ {1, · · · , n} in order to have∫

BR̃

n∑
s=1

|τs,h[(µ2 + |Du(x)|2)
p−2

4 Du(x)]|2η2 dx

⩽
c

d− r

{∫
Bd

(1 + |Du(x)|q) dx
}

|h|α

for some c ≡ c(n,N, p, q, L̃).

Applying Lemma 2.1.4 we get

||(µ2 + |Du(x)|2)
p−2

4 Du(x)||
L

2n
n−2θ (Br)

⩽
c

(d− r)2θ+α+2

[∫
Bd

(1 + |Du|p) dx+ c

d− r

∫
Bd

(1 + |Du|q) dx
] 1

2

⩽
c

(d− r)2θ+α+3

(∫
Bd

(1 + |Du|q) dx
) 1

2

and ∫
Br

(1 + |Du|)qδ dx ⩽
c

(d− r)σ

(∫
Bd

(1 + |Du|)q dx

) n
n−2θ

for some c ≡ c(n,N, p, q, L̃, θ, α) and σ, δ like above.
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We now perform the following estimates with a γ > δ that we will define later

∫
Br

(1 + |Du|)qδ dx ⩽
c

(d− r)σ

(∫
Bd

(1 + |Du|)
qδ
γ (1 + |Du|)q

(
1− δ

γ

)
dx

) qδ
p

⩽
c

(d− r)σ

(∫
Bd

(1 + |Du|)qδ dx

) qδ
pγ

×
(∫

Bd

(1 + |Du|)q γ−δ
γ−1 dx

) qδ
p

γ−1
γ

,

where for the last inequality we have used the Hölder inequality.

With the choices
ε := q

p

δ

γ
, ν := γ − δ

γ − 1 , λ := γ − 1,

we can write the last inequality like∫
Br

(1 + |Du|)qδ dx ⩽
(∫

Bd

(1 + |Du|)qδ dx

)ε c

(d− r)σ

(∫
Bd

(1 + |Du|)qν dx

)λε

. (3.7)

Finally, we want to choose γ in such a way that

ε < 1, qν ⩽ p, ν < δ,

which is nothing more than
δ
q

p
< γ, γ ⩽

qδ − p

q − p
,

i.e.
δ
q

p
<
qδ − p

q − p
,

which we can write as
θ >

n

2
q − p

p
.

Now we point out that
n

2
q − p

p
<
α

2 (3.8)

since this inequality is equivalent to

q

p
<
n+ α

n
,

that is the constraint on p and q. Bearing in mind the conditions (3.6) we take
θ ∈

(
max

{
n
2

q−p
q , n

2
q−p

p

}
, α

2

)
=
(

n
2

q−p
p , α

2

)
.
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Now we can apply Young’s inequality to (3.7), and thus getting

∫
Br

(1 + |Du|)qδ dx ⩽
c

(d− r)
σ

1−ε

(∫
Bd

(1 + |Du|)p dx

) λε
1−ε

+ 1
2

∫
Bd

(1 + |Du|)qδ dx. (3.9)

If the last integral was computed on the same set of the one on the left-hand side we
would have finished; unfortunately, the sets of integration are different and we have to
use Lemma 2.1.6 with the following setting

R0 := R̃− ω, 0 < ω < R̃− ρ

A :=
(∫

BR̃

(1 + |Du|)p dx

) λε
1−ε

, h(r) :=
∫

Br

(1 + |Du|)qδ dx.

So, with the choice ρ ⩽ r < d ⩽ R̃− ω the inequality (3.9) turns into

∫
Bρ

(1 + |Du|)
pn

n−2θ dx ⩽
c

(R̃− ω − ρ)
σ

1−ε

(∫
BR̃

(1 + |Du|)p dx

) λε
1−ε

for some c ≡ c(n,N, p, q, L̃, θ, α). At this point we let ω → 0 and then we apply (H̃2) and
replace R̃ = R+ρ

2 . Finally, let us pick θ such that t < pn
n−2θ , that is,

θ >
n

2

(
1 − p

t

)
.

We specify that
n

2

(
1 − p

t

)
<
α

2
corresponds to

t <
pn

n− α
.

Hence, taking θ ∈
(
max

{
n
2

q−p
p , n

2
(
1 − p

t

)}
, α

2

)
we get the expected estimate.

3.2 Absence of the Lavrentiev gap
In this section we prove that L(u) = 0 for every u ∈ W 1,p. Next theorem is the one
that guarantees us the absence of the Lavrentiev phenomenon for functional (3.1). As
mentioned in the introduction the density has a (p, q)-growth condition and satisfies
(1.14) and (1.15). The peculiarity of this density is that it can be approximated from
below with functions fk satisfying the hypothesis of Theorem 3.1.1. The assumption
(1.16) always remains in force; to emphasize the importance of this condition we refer
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to the work [67] where a counterexample is shown in which a local minimizer u ∈ W 1,p
loc

does not belong to W 1,q
loc if we have (1.11). From now on we use the following notation

F(u,A) :=
∫

A
f(x,Du(x)) dx.

Theorem 3.2.1. Let Ω ⊂ Rn be a bounded open set, let α ∈ (0, 1] and p, q be such that

1 < p < q < p

(
n+ α

n

)
.

Let f : Ω ×RN×n → R be a Carathéodory function. Assume that there exist L ∈ [1,+∞)
and µ ∈ [0, 1] such that

z 7→ f(x, z) ∈ C1(RN×n), for all x ∈ Ω, (H1)

L−1|z|p ⩽ f(x, z) ⩽ L(1 + |z|q), (H2)

L−1(µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|2 ⩽
〈
∂f

∂z
(x, z1) − ∂f

∂z
(x, z2), z1 − z2

〉
, (H3)

∣∣∣∣∂f∂z (x, z) − ∂f

∂z
(y, z)

∣∣∣∣ ⩽ L|x− y|α(1 + |z|q−1). (H4)

Assume also that that there exist a sequence of Carathéodory function fk : Ω×RN×n → R,
a sequence c(k) ∈ (0,+∞) and L̃ ∈ (0,+∞) such that

z 7→ fk(x, z) ∈ C1(RN×n), for all x ∈ Ω, (AP1)

L̃−1|z|p ⩽ fk(x, z) ⩽ L̃(1 + |z|q), (AP2)

L̃−1(µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|2 ⩽
〈
∂fk

∂z
(x, z1) − ∂fk

∂z
(x, z2), z1 − z2

〉
, (AP3)

∣∣∣∣∂fk

∂z
(x, z) − ∂fk

∂z
(y, z)

∣∣∣∣ ⩽ L̃|x− y|α(1 + |z|q−1), (AP4)

∣∣∣∣∂fk

∂z
(x, z)

∣∣∣∣ ⩽ c(k)(1 + |z|p−1), (AP5)

∣∣∣∣∂fk

∂z
(x, z) − ∂fk

∂z
(y, z)

∣∣∣∣ ⩽ c(k)|x− y|α(1 + |z|p−1), (AP6)
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fk(x, z) ⩽ f(x, z), for all (x, z) ∈ Ω ×RN×n, (AP7)

lim
k→+∞

fk(x, z) = f(x, z), for all (x, z) ∈ Ω ×RN×n, (AP8)

fk(x, z) ⩽ fk+1(x, z), for all (x, z) ∈ Ω ×RN×n. (AP9)

Let u∗ ∈ W 1,p(BR,R
N ) be a function such that

F(u∗, BR) < +∞

where BR ⋐ Ω, R ∈ (0, 1].

Then there exists ũ∗ ∈ (u∗ +W 1,p
0 (BR,R

N )) ∩W 1,q
loc (BR,R

N ) such that

F(ũ∗, BR) ⩽ F(u∗, BR)

and ∫
Bρ

|Dũ∗(x)|t dx ⩽ c

(∫
BR

[f(x,Du∗(x)) + 1] dx
)β

,

for all ρ ∈ (0, R), all t ∈
[
p, np

n−α

)
and for some positive constants c(n,N, q, p, L̃, R, ρ, t, α)

and β(n, q, p, t, α). This shows that the Lavrentiev phenomenon for F does not occur.
Precisely

inf
u∈u0+W 1,p

0 (BR,RN )
F(u,BR) = inf

u∈(u0+W 1,p
0 (BR,RN ))∩W 1,q

loc (BR,RN )
F(u,BR),

where u0 ∈ W 1,p(BR,R
N ) and F(u0, BR) < +∞.

Proof. We divide the proof into four steps.

Step 1: a priori estimates for the minimizer of the functional

Fk(u,BR) =
∫

BR

fk(x,Du(x)) dx

Consider the above functional Fk and observe the following assertions:

• fk(x, z) ⩾ 0, ∀(x, z) ∈ B̄R ×RN×n,

• z 7→ fk(x, z) ∈ C1(RN×n), ∀x ∈ B̄R,

• z 7→ fk(x, z) is convex for (AP3), ∀x ∈ B̄R,

• fk(x, z) ⩾ L̃−1|z|p, ∀(x, z) ∈ B̄R ×RN×n,

• Fk(u∗, BR) ⩽ F(u∗, BR) < +∞ for (AP7).
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Therefore we can apply the direct method of the Calculus of Variations: for any k ∈ N
there exists uk ∈ u∗ +W 1,p

0 (BR,R
N ) such that

min
u∈u∗+W 1,p

0 (BR,RN )
Fk(u,BR) = Fk(uk, BR).

We are in a position to use the Theorem 3.1.1 for the functional Fk in order to have the
following estimate∫

Bρ

|Duk(x)|t dx ⩽ c

(∫
BR

[fk(x,Duk(x)) + 1] dx
)β

⩽ c

(∫
BR

[fk(x,Du∗(x)) + 1] dx
)β

(AP7)
⩽ c

(∫
BR

[f(x,Du∗(x)) + 1] dx
)β

< +∞

for all ρ ∈ (0, R), all t ∈
[
p, np

n−α

)
and for some positive constants c(n,N, q, p, L̃, R, ρ, t, α)

and β(n, q, p, t, α). Thus,∫
Bρ

|Duk(x)|t dx ⩽ c

(∫
BR

[f(x,Du∗(x)) + 1] dx
)β

. (3.10)

Step 2: there exists another function u∞ satisfying the a priori estimate with an energy
lower than or equal to the one of u∗

As in (4.23) of [44], we consider the following chain of inequalities where h ⩽ k∫
BR

L̃−1|Duk|p dx ⩽ Fh(uk, BR) ⩽ Fk(uk, BR) ⩽ Fk(u∗, BR) ⩽ F(u∗, BR) < +∞.

(3.11)

By the previous inequality, up to not relabelled subsequences, we may suppose that there
exists u∞ such that

u∞ − u∗ ∈ W 1,p
0 (BR,R

N )

Duk ⇀ Du∞ weakly in Lp(BR). (3.12)

Bearing in mind that the functional Fh is weakly lower semi-continuous we obtain

Fh(u∞, BR) ⩽ lim inf
k→+∞

Fh(uk, BR)
(3.11)
⩽ F(u∗, BR).

In turn, this fact and the monotone convergence theorem for h → +∞, i.e.

Fh(u∞, BR) → F(u∞, BR)
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imply that
F(u∞, BR) ⩽ F(u∗, BR). (3.13)

Moreover, for (3.10), (3.12) and the weak lower semi-continuity of w 7→
∫

Bρ
|w|t dx we

can perform the following estimate for u∞:∫
Bρ

|Du∞(x)|t dx ⩽ lim inf
k→+∞

∫
Bρ

|Duk(x)|t dx ⩽ c

(∫
BR

[f(x,Du∗(x)) + 1] dx
)β

. (3.14)

In view of this result we can assert that

u∞ ∈ (u∗ +W 1,p
0 (BR,R

N )) ∩W 1,q
loc (BR,R

N )

because t ∈
[
p, np

n−α

)
and

np

n− α
> p

(
n+ α

n

)
> q.

Remark 3.2.2. In order to get (3.14) we use (3.10) where the constant c is independent
of k: this is obtained in Step 3 of Theorem 3.1.1.

Step 3: lemma for the existence of a regular minimizing sequence

Lemma 3.2.3. Let Ω ⊂ Rn be a bounded open set and let p, q be such that

1 < p < q < p

(
n+ α

n

)
, α ∈ (0, 1].

Let f and fk be as in the Theorem 3.2.1, then there exists a sequence {ṽm}m∈N ⊂
(v0 +W 1,p

0 (BR,R
N )) ∩W 1,q

loc (BR,R
N ) such that

F(ṽm, BR) −→ inf
v∈v0+W 1,p

0 (BR,RN )
F(v,BR),

where BR ⋐ Ω, R ∈ (0, 1], v0 ∈ W 1,p(BR,R
N ) and F(v0, BR) < +∞.

Proof. Let us start considering a minimizing sequence {vm}m∈N for the functional F on
the class of function v0 +W 1,p

0 (BR,R
N ), i.e.

F(vm, BR) −→ inf
v∈v0+W 1,p

0 (BR,RN )
F(v,BR) =: J . (3.15)

Now we use the Step 1 and Step 2 of the Theorem 3.2.1 with vm, m ∈ N, in place of u∗,
namely

∀m ∈ N ∃ṽm ∈ (vm +W 1,p
0 (BR,R

N )) ∩W 1,q
loc (BR,R

N ) (3.16)

but vm ∈ v0 +W 1,p
0 (BR,R

N ), so

ṽm ∈ (v0 +W 1,p
0 (BR,R

N )) ∩W 1,q
loc (BR,R

N ), ∀m ∈ N,
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in particular by (3.14)∫
Bρ

|Dṽm(x)|t dx ⩽ c

(∫
BR

[f(x,Dvm(x)) + 1] dx
)β (3.15)

⩽ c(|BR| + J + 1)β (3.17)

for all ρ ∈ (0, R) and t ∈
[
p, np

n−α

)
.

Moreover, by (3.16) and (3.13)

J ⩽ F(ṽm, BR) ⩽ F(vm, BR) → J

thus we can conclude that
F(ṽm, BR) → J .

Step 4: conclusion about the absence of the Lavrentiev phenomenon

Let us define
J := inf

u∈u0+W 1,p
0 (BR,RN )

F(u,BR)

J̃ := inf
u∈(u0+W 1,p

0 (BR,RN ))∩W 1,q
loc (BR,RN )

F(u,BR),

now, by the previous lemma we get a sequence

{ũs}s∈N ⊂ (u0 +W 1,p
0 (BR,R

N )) ∩W 1,q
loc (BR,R

N )

such that
F(ũs, BR) → J .

Recalling that
J ⩽ J̃ ⩽ F(ũs, BR)

we can conclude that
J = J̃ ,

which implies the absence of the Lavrentiev phenomenon.

Remark 3.2.4. In order to formulate our hypothesis we do not need to assume the
existence of a minimizer u ∈ u0 +W 1,p

0 (BR,R
N ) for F , but we can observe that this is

a straightfoward consequence of direct methods of the Calculus of Variations. We can
achieve even that

u ∈ (u0 +W 1,p
0 (BR,R

N )) ∩W 1,q
loc (BR,R

N )

for such a minimizer u; let us see in detail how to do it: an application of Lemma 3.2.3
gives us a sequence

{ũm}m∈N ⊂ (u0 +W 1,p
0 (BR,R

N )) ∩W 1,q
loc (BR,R

N )
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such that
F(ũm, BR) −→ inf

u∈u0+W 1,p
0 (BR,RN )

F(u,BR) =: J

from which it follows that∫
BR

L−1|Dũm|p dx
(H2)
⩽ F(ũm, BR) < J + 1.

In turn, this fact implies that, up to not relabelled subsequences, there exists ũ∞ such
that

ũ∞ − u0 ∈ W 1,p
0 (BR,R

N )

Dũm ⇀ Dũ∞ weakly in Lp(BR),

this, together with (3.17) and the weak lower semi-continuity of w 7→
∫

Bρ
|w|t dx leads to∫

Bρ

|Dũ∞(x)|t dx ⩽ c(|BR| + J + 1)β

for all ρ ∈ (0, R) and t ∈
[
p, np

n−α

)
, and thus

ũ∞ ∈ (u0 +W 1,p
0 (BR,R

N )) ∩W 1,q
loc (BR,R

N ).

Recalling the weak lower semi-continuity of F we can write

J ⩽ F(ũ∞, BR) ⩽ lim inf
m→+∞

F(ũm, BR) = J ,

then the definition of J implies that ũ∞ is a minimizer and ũ∞ = u by the strict convexity
of F .

Now, we see how adding a suitable penalization to the functional (3.1) and using the
previous remark to this new functional, allows us to conclude the Lavrentiev term is
identically zero, when considering the spaces

X = W 1,p(BR,R
N ), Y = W 1,p(BR,R

N ) ∩W 1,q
loc (BR,R

N ).

This in turn implies that the relaxed functional

F̄(u,BR) := inf
uj

{
lim inf
j→+∞

F(uj) : uj ∈ W 1,p ∩W 1,q
loc ∀j ∈ N and uj ⇀ u in W 1,p

}
,

is represented by F itself, namely

F̄(u) = F(u), for all u ∈ W 1,p(BR,R
n).

Here we cannot proceed in the same way as when u is the minimizer of F and we need
to modify the functional to construct a sequence converging both strongly and in energy
to the fixed function u. The theorem is the following.
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Theorem 3.2.5. Let Ω ⊂ Rn be a bounded open set, let α ∈ (0, 1] and p, q be such that

1 < p < q < p

(
n+ α

n

)
.

Let f : Ω ×RN×n → R be a Carathéodory function. Assume that there exist L ∈ [1,+∞)
and µ ∈ [0, 1] such that f satisfies (H1)-(H4).

Assume also that that there exist a sequence of Carathéodory function fk : Ω×RN×n → R,
a sequence c(k) ∈ (0,+∞) and L̃ ∈ (0,+∞) such that fk satisfies (AP1)-(AP9).

Let u∗ be a function in W 1,p(BR,R
N ) such that F(u∗, BR) < +∞, where BR ⋐ Ω, R ∈

(0, 1]. Then
L(u∗) = 0.

Proof. By Lemma 2.1.7 we need to show that there exists a sequence {uℓ}ℓ∈N ⊂
W 1,p(BR,R

N ) ∩W 1,q
loc (BR,R

N ) such that

uℓ ⇀ u∗ weakly in W 1,p(BR,R
N )

and
F(uℓ, BR) → F(u∗, BR).

We divide the proof into two steps.

Step 1: we construct a suitable sequence

{uℓ}ℓ∈N ⊂ (u∗ +W 1,p
0 (BR,R

N )) ∩W 1,q
loc (BR,R

N ).

We start observing that by Theorem 3.10 in [74] it is possible to find a ρ > 0 and a
function ū∗ ∈ W 1,p

0 (BR+ρ,R
N ): ū∗ = u∗ in BR. Moreover, ū∗ can be extended to all of

Rn by setting ū∗ = 0 outside BR+ρ and such an extension belongs to W 1,p(Rn,RN ); we
keep calling this extension u∗. Now let ℓ ∈ N, we define vℓ, the regularized of u∗, in the
following way

vℓ(x) =
∫

B(x, 1
ℓ )
u∗(y)ℓnψ(ℓ(x− y)) dy,

where ψ ∈ C∞
c (B(0, 1),R), ψ ⩾ 0 and

∫
B(0,1) ψ(x) dx = 1. Then suppvℓ is compact in

Rn and vℓ ∈ C∞
c (Rn,RN ) ⊂ W 1,p(Ω,RN ). Since vℓ → u∗ strongly in W 1,p(BR,R

N ), up
to subsequence, still denoted vℓ, we have

||u∗ − vℓ||W 1,p(BR) ⩽
1
ℓ
. (3.18)

We define

Gℓ(u,BR) =
∫

BR

[
f(x,Du(x)) + 1

ℓ
(1 + ℓ2|Du(x) −Dvℓ(x)|2)

p
2

]
dx,

we call gℓ(x, z) := f(x, z) + 1
ℓ (1 + ℓ2|z −Dvℓ(x)|2)

p
2 and we observe that
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• gℓ(x, z) ⩾ 0, ∀(x, z) ∈ Ω ×RN×n;

• z 7→ gℓ(x, z) ∈ C1(RN×n), ∀x ∈ Ω;

• z 7→ gℓ(x, z) is convex ∀x ∈ Ω (sum of convex functions);

• gℓ(x, z) ⩾ L−1|z|p + 1
ℓ

(1 + ℓ2|z −Dvℓ(x)|2)
p
2 > L−1|z|p, ∀(x, z) ∈ Ω ×RN×n;

• Gℓ(u∗, BR) = F(u∗, BR) + 1
ℓ

∫
BR

(1 + ℓ2|Du∗(x) −Dvℓ(x)|2)
p
2 dx < +∞.

Therefore we can apply the direct method of the Calculus of Variations: for any ℓ ∈ N
there exists uℓ ∈ u∗ +W 1,p

0 (BR,R
N ) such that

min
u∈u∗+W 1,p

0 (BR,RN )
Gℓ(u,BR) = Gℓ(uℓ, BR).

Now let us observe that gℓ : Ω ×RN×n → R is a Carathéodory function and let us define
hℓ(x, z) := 1

ℓ (1 + ℓ2|z −Dvℓ(x)|2)
p
2 , then by the convexity of z 7→ hℓ(x, z) we have〈

∂gℓ

∂z
(x, z1) − ∂gℓ

∂z
(x, z2), z1 − z2

〉
=
〈
∂f

∂z
(x, z1) − ∂f

∂z
(x, z2), z1 − z2

〉
+
〈
∂hℓ

∂z
(x, z1) − ∂hℓ

∂z
(x, z2), z1 − z2

〉
⩾L−1(µ2 + |z1|2 + |z2|2)

p−2
2 |z1 − z2|2.

We point out that since vℓ ∈ C∞
c (Rn,RN ) there exists M = M(ℓ) ∈ [0,+∞) such that

|Dvℓ(x)| + |D2vℓ(x)| ⩽M , for all x ∈ Rn. Hence we have

gℓ(x, z) = f(x, z) + 1
ℓ

(1 + ℓ2|z −Dvℓ(x)|2)
p
2

⩽ f(x, z) + 2
p
2

ℓ
(1 + ℓp|z −Dvℓ(x)|p)

⩽ L(1 + |z|q) + 2
p
2

ℓ
+ 2

p
2 ℓp−1Lf(x, z −Dvℓ(x))

⩽ L(1 + |z|q) + 2
p
2

ℓ
+ 2

p
2 ℓp−1L2(1 + |z −Dvℓ(x)|q)

⩽ L(1 + |z|q) + 2
p
2

ℓ
+ c̃1(1 + |z|q + |Dvℓ(x)|q)

⩽ L(1 + |z|q) + c̃2(1 + |z|q)
⩽ (L+ c̃2)(1 + |z|q),

where c̃1 = c̃1(ℓ, p, q, L) and c̃2 = c̃2(ℓ, p, q, L,M) are suitable positive constants. Now let
us compute the derivative with respect to x of ∂hℓ

∂zα
i

(x, z) = pl(1+ℓ2|z−Dvℓ(x)|2)
p−2

2 (zα
i −
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Div
α
ℓ (x)):

∂2hℓ

∂xj∂zα
i

(x, z) = pl
[
ℓ2(p− 2)(1 + ℓ2|z −Dvℓ(x)|2)

p−4
2

× (zα
i −Div

α
ℓ (x))

N∑
β=1

n∑
r=1

(zβ
r −Drv

β
ℓ (x))(−DjDrv

β
ℓ (x))

+ (1 + ℓ2|z −Dvℓ(x)|2)
p−2

2 (−DjDiv
α
ℓ (x))

]
.

Since x 7→ ∂hℓ
∂z (x, z) is C1(Rn) we can conclude that ∂hℓ

∂z is α-Hölder continuous with
respect to x, more precisely we find that∣∣∣∣∂hℓ

∂z
(x, z) − ∂hℓ

∂z
(y, z)

∣∣∣∣ ⩽ H|x− y|α(1 + |z|)p−2

⩽ H̃|x− y|α(1 + |z|q−1),

where H and H̃ are positive constants depending on ℓ,Ω, p, q, n,N,M . Consequentially∣∣∣∣∂gℓ

∂z
(x, z) − ∂gℓ

∂z
(y, z)

∣∣∣∣ ⩽ ∣∣∣∣∂f∂z (x, z) − ∂f

∂z
(y, z)

∣∣∣∣+ ∣∣∣∣∂hℓ

∂z
(x, z) − ∂hℓ

∂z
(y, z)

∣∣∣∣
⩽ L|x− y|α(1 + |z|q−1) + H̃|x− y|α(1 + |z|q−1)
⩽ (L+ H̃)|x− y|α(1 + |z|q−1).

Now let us define

gℓ
k(x, z) := fk(x, z) + 1

ℓ
(1 + ℓ2|z −Dvℓ(x)|2)

p
2 ,

where {fk}k∈N is the approximating sequence defined in the statement of the Theorem.
First of all we observe that gℓ

k is C1 with respect to z and it satisfies (AP3) with the
same constant L̃−1. Moreover, we note that gℓ

k satisfies (AP2), (AP4), (AP6), to be more
precise

L̃−1|z|p ⩽ gℓ
k(x, z) ⩽ L̃1(1 + |z|q),∣∣∣∣∣∂gℓ

k

∂z
(x, z) − ∂gℓ

k

∂z
(y, z)

∣∣∣∣∣ ⩽ (L̃+ H̃)|x− y|α(1 + |z|q−1),

∣∣∣∣∣∂gℓ
k

∂z
(x, z) − ∂gℓ

k

∂z
(y, z)

∣∣∣∣∣ ⩽ (c(k) + 2p−1H)|x− y|α(1 + |z|p−1),
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where L̃1 depends on L̃, ℓ, p, q,M . As far as (AP5) is concerned we observe that∣∣∣∣∣∂gℓ
k

∂z
(x, z)

∣∣∣∣∣ ⩽
∣∣∣∣∂fk

∂z
(x, z)

∣∣∣∣+ ∣∣∣∣∂h∂z (x, z)
∣∣∣∣

⩽ c(k)(1 + |z|p−1) + pl(1 + ℓ2|z −Dvℓ(x)|2)
p−2

2 |z −Dvℓ(x)|

⩽ c(k)(1 + |z|p−1) + pl(1 + ℓ2|z −Dvℓ|2)
p−2

2 (1 + ℓ2|z −Dvℓ|2)
1
2

⩽ c(k)(1 + |z|p−1) + c̄1(1 + |z|p−1 + |Dvℓ(x)|p−1)
⩽ c(k)(1 + |z|p−1) + c̄2(1 + |z|p−1)
⩽ (c(k) + c̄2)(1 + |z|p−1),

with c̄1 = c̄1(p, ℓ) and c̄2 = c̄2(p, ℓ,M) suitable positive constants. In the end, it is
straightforward to check that gℓ

k satisfies (AP7), (AP8) and (AP9), more precisely

gℓ
k(x, z) ⩽ gℓ(x, z);

lim
k→+∞

gℓ
k(x, z) = gℓ(x, z);

gℓ
k(x, z) ⩽ gk+1

ℓ (x, z).
Observing that Gℓ(u∗) < +∞ we are at last in position to apply Remark 3.2.4 to the
functional Gℓ, where {gℓ

k}k∈N plays the role of the approximating sequence. So we get
that uℓ ∈ W 1,q

loc (BR,R
N ).

Step 2: we show that uℓ → u∗ strongly in W 1,p(BR,R
N ) and F(uℓ, BR) → F(u∗, BR)

Let us consider the following chain of inequalities

F(uℓ, BR) ⩽ Gℓ(uℓ, BR) ⩽ Gℓ(u∗, BR) ⩽ F(u∗, BR) + 2
p
2 meas(BR)

ℓ

+ 2
p
2 ℓp−1||Du∗ −Dvℓ||pLp(BR)

(3.18)
⩽ F(u∗, BR) + 2

p
2 meas(BR)

ℓ
+ 2

p
2

ℓ
.

(3.19)
Therefore

lim sup
ℓ→+∞

F(uℓ, BR) ⩽ lim sup
ℓ→+∞

(
F(u∗, BR) + 2

p
2 meas(BR)

ℓ
+ 2

p
2

ℓ

)
= F(u∗, BR). (3.20)

Bearing in mind the positivity of F we observe that

ℓp−1
∫

BR

|Duℓ(x) −Dvℓ(x)|p dx ⩽
∫

BR

1
ℓ

(1 + ℓ2|Duℓ(x) −Dvℓ(x)|2)
p
2

= Gℓ(uℓ, BR) − F(uℓ, BR)
(3.19)
⩽ F(u∗, BR) + 2

p
2 meas(BR)

ℓ
+ 2

p
2

ℓ
,
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namely ∫
BR

|Duℓ(x) −Dvℓ(x)|p dx ⩽
F(u∗, BR)
ℓp−1 + 2

p
2 meas(BR)

ℓp
+ 2

p
2

ℓp
.

So we have that ||Duℓ − Dvℓ||Lp(BR) → 0 as ℓ → +∞. We keep in mind (3.18) that
guarantees ||Dvℓ −Du∗||Lp(BR) → 0, then Duℓ → Du∗ in Lp(BR). Since uℓ = u∗ on ∂Ω
we have uℓ → u∗ in W 1,p(BR,R

N ). Consequently, by the lower semicontinuity of F we
can write

F(u∗, BR) ⩽ lim inf
ℓ→+∞

F(uℓ, BR).

Taking into account (3.20) we get

lim sup
ℓ→+∞

F(uℓ, BR) ⩽ F(u∗, BR) ⩽ lim inf
ℓ→+∞

F(uℓ, BR),

that is
F(uℓ, BR) → F(u∗, BR).

This result holds true for all u∗ ∈ W 1,p(BR,R
N ) such that F(u∗, BR) < +∞. This ends

the proof.

Remark 3.2.6. Let us highlight the fact that we show more than what is needed
to have the absence of the gap L between the spaces X and Y . Indeed, for every
u ∈ W 1,p(BR,R

N ) we find a sequence uℓ which coincides with u on the boundary of BR,
i.e.

uℓ ∈ (u+W 1,p
0 (BR,R

N )) ∩W 1,q
loc (BR,R

N ),

and converges strongly to u in W 1,p(BR,R
N ).

3.3 Application of the penalization technique to other func-
tionals

In this section we want to examine if a suitable penalisation can be applied to other
functionals in order to obtain L(u) ≡ 0 between suitable spaces X and Y . In particular
we analyze two situations. The first one concerns a functional in the vectorial case,
with the density f = f(x, z) satisfying the hypothesis of the paper [70]. In this setting
the approximating sequence belongs to Morrey space. The second framework regards
the scalar case and deals with densities like f(x, u, z) = d(z) + h(x, u) that verify the
assumptions of [37]. Here the approximating sequence has bounded gradients.

3.3.1 Vectorial functionals and Morrey space

In the following we take into account again

F(u,Ω) =
∫

Ω
f(x,Du(x)) dx,
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with u : Ω → RN , where Ω ⊂ Rn is open and bounded, n ⩾ 2 and N ⩾ 1. We will
deal with the notions of Morrey space and Morrey - Sobolev space; we recall here the
definitions.

Definition 3.3.1 (Morrey space). For each p ∈ [1,∞) and 0 ⩽ λ ⩽ n, we define the
Morrey space

Lp,λ(Ω,RN ) :=
{
u ∈ Lp(Ω,RN ) : sup

x∈Ω,ρ>0

1
ρλ

∫
Ω∩Bρ(x)

|u|p dx < ∞
}
.

Definition 3.3.2 (Sobolev-Morrey space). For each p ∈ [1,+∞) and 0 ⩽ λ ⩽ n, we say
that a mapping u ∈ W 1,p(Ω,RN ) belongs to the Sobolev-Morrey space W 1,(p,λ)(Ω,RN )
if u ∈ Lp,λ(Ω,RN ) and Du ∈ Lp,λ(Ω,RN×n).

We consider f : Ω ×RN×n → R as in Theorem 1.1 of Fey - Foss [70], namely: there exist
numbers 1 < p < q, 0 < λ < n, L ⩾ 1, and a convex function f̃ : [0,+∞) → [0,+∞)
satisfying, for all R > 0,

f̃ ∈ C1([0,+∞)) ∩ C2((0,+∞)), f̃ ′′ ∈ L1((0, R))

(p− 1) f̃
′(t)
t

⩽ f̃ ′′(t) ⩽ (q − 1) f̃
′(t)
t
, t > 0

f̃(0) = f̃ ′(0) = 0, f̃(1) > 0

(3.21)

such that for every ε > 0 and x ∈ Ω there exists σε(x) ∈ [0,+∞):

|f(x, z) − f̃(|z|)| < εf̃(|z|), (3.22)

whenever |z| > σε(x). Moreover, there exists a(x) ∈ [0,+∞) such that

|f(x, z)| ⩽ L|z|q + a(x), (3.23)

for every x ∈ Ω and z ∈ RN×n. In addition, σε ∈ Lq,λ(Ω,R) and a ∈ L1,λ(Ω,R). We
strengthen the hypothesis of asymptotically convexity of f given by (3.22) assuming that
z 7→ f(x, z) is convex. Moreover, we impose f(x, z) ⩾ 0 for all x ∈ Ω and z ∈ RN×n.
Note that the previous assumptions imply, by Lemma 3.1 in [70], that the function f̃ is
increasing and

f̃(t1 + t2) ⩽ 2q(f̃(t1) + f̃(t2)), for all t1, t2 ⩾ 0, (3.24)

f̃(ct) ⩽ cqf̃(t), for all t ⩾ 0 and c ⩾ 1. (3.25)

f̃(t) ⩽ f̃(1)(1 + tq), for all t ⩾ 0. (3.26)

Let us add another assumption, that is a slight modification of [70, Lemma 3.1 (iv)],

L−1tp ⩽ f̃(t). (3.27)

We aim to approximate every u∗ ∈ W 1,p(BR,R
N ) with a sequence in the Morrey

space {uℓ}ℓ∈N ⊂ (u∗ + W 1,p
0 (Bρ,R

N )) ∩ W
1,(p,λ)
loc (Bρ,R

N ), ρ < R, showing also the
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convergence in energy. For this purpose let us take any u∗ ∈ W 1,p(BR,R
N ) such that

F(u∗, BR) < +∞. First of all, we prove that for any ρ ∈ (0, R) there exists a suitable
sequence {vℓ}ℓ∈N ∈ Lip(Bρ,R

N ) such that vℓ → u∗ strongly in W 1,p(Bρ,R
N ) and∫

Bρ

f̃(|Du∗(x)) −Dvℓ(x)|) dx ⩽
1
ℓp
. (3.28)

Indeed, we start defining

S1 := BR ∩
{
x : |Du∗(x)| ⩽ σ 1

2
(x)
}

and
S2 := BR ∩

{
x : |Du∗(x)| > σ 1

2
(x)
}
.

Now, using (3.26) and (3.22) with ε = 1
2 we get

1
2

∫
BR

f̃(|Du∗(x)|) dx = 1
2

(∫
S1
f̃(|Du∗(x)|) dx+

∫
S2
f̃(|Du∗(x)|) dx

)
⩽

1
2

(
f̃(1)

∫
S1

(σ 1
2
(x))q dx+ meas(BR)

)
+
∫

BR

f(x,Du∗(x)) dx.

Recalling that σε ∈ Lq,λ and
∫

BR
f(x,Du∗(x)) dx < +∞ we obtain∫

BR

f̃(|Du∗(x)|) dx < +∞.

Now, as in the proof of Theorem 3.2.5, for every 0 < δ < R−ρ
2 we mollify u∗ and we

get wδ ∈ Lip(Bρ,R
N ) such that wδ → u∗ strongly in W 1,p(Bρ,R

N ). Then, Jensen’s
inequality and Fubini’s theorem lead to∫

Bρ

f̃(|Dwδ(x)|) dx ⩽
∫

Bρ+δ

f̃(|Du∗(x)|) dx. (3.29)

We pick a subsequence {wδj
}j∈N such that

Dwδj
(x) → Du∗(x) for a.e. x ∈ Bρ.

Using (3.29) together with Fatou’s lemma we obtain∫
Bρ

f̃(|Du∗(x)|) dx ⩽ lim inf
j→+∞

∫
Bρ

f̃(|Dwδj
(x)|) dx

⩽ lim sup
j→+∞

∫
Bρ

f̃(|Dwδj
(x)|) dx

⩽ lim sup
j→+∞

∫
Bρ+δj

f̃(|Du∗(x)|) dx

= lim
j→+∞

∫
Bρ+δj

f̃(|Du∗(x)|) dx

=
∫

Bρ

f̃(|Du∗(x)|) dx,
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since δj → 0 as j → +∞ and f̃(|Du∗|) ∈ L1(BR). Namely∫
Bρ

f̃(|Dwδj
(x)|) dx →

∫
Bρ

f̃(|Du∗(x)|) dx.

At this point we can apply the generalized dominate convergence theorem to get∫
Bρ

f̃(|Du∗(x) −Dwδj
(x)|) dx → 0.

Then there exists {wδjℓ
}ℓ∈N such that∫

Bρ

f̃(|Du∗(x)) −Dwδjℓ
(x)|) dx ⩽

1
ℓp
.

Hence, the sequence {vℓ}ℓ∈N we were looking for is defined by

vℓ := wδjℓ
.

At this point we consider the following perturbed functional

G̃ℓ(u) :=
∫

Bρ

[
f(x,Du(x)) + ℓf̃(|Du(x) −Dvℓ(x)|)

]
dx.

Let us set
g̃ℓ(x, z) := f(x, z) + ℓf̃(|z −Dvℓ(x)|).

It is easy to see that, by the direct method of the Calculus of Variations, for any ℓ ∈ N
there exists uℓ ∈ u∗ +W 1,p

0 (Bρ,R
N ) such that

min
u∈u∗+W 1,p

0 (Bρ,RN )
G̃ℓ(u) = G̃ℓ(uℓ).

To obtain Morrey regularity for the minimizer uℓ we aim to verify that g̃ℓ satisfies the
same hypothesis of f , in order to apply Theorem 1.1 in [70]. Recalling that f̃ is increasing
and using (3.24) we achive the existence of a constant Lℓ ⩾ 1 and a function aℓ ∈ L1,λ

both depending on ℓ such that

g̃ℓ(x, z) ⩽ Lℓ|z|q + aℓ(x),

for all x ∈ Ω and z ∈ RN×n. Now, by (3.25) we obtain that for all ε̃ ∈ (0, 1]

(1 − ε̃)qf̃(|z|) ⩽ f̃((1 − ε̃)|z|) ⩽ f̃(|z −Dvℓ(x)|) ⩽ f̃((1 + ε̃)|z|) ⩽ (1 + ε̃)q(|z|),

whenever |z| > |Dvℓ(x)|
ε̃ . Then, for all ε, ε̃ ∈ (0, 1] there is σ̃ε,ε̃(x) := σε(x) + |Dvℓ(x)|

ε̃ such
that if |z| > σ̃ε,ε̃(x) we have

g̃ℓ(x, z) = f(x, z) + ℓf̃(|Du(x) −Dvℓ(x)|)
⩽ (1 + ε)f̃(|z|) + ℓ(1 + ε̃)qf̃(|z|)
= [1 + ε+ ℓ(1 + ε̃)q]f̃(|z|),
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and, in similar fashion,

g̃ℓ(x, z) ⩾ [(1 − ε) + ℓ(1 − ε̃)q]f̃(|z|).

Taking
ε̃ = min

{
1 − (1 − ε)

1
q , (1 + ε)

1
q − 1

}
,

we get
(1 − ε)(1 + ℓ)f̃(|z|) ⩽ g̃ℓ(x, z) ⩽ (1 + ε)(1 + ℓ)f̃(|z|).

Let us set
f̃ℓ(t) := (1 + ℓ)f̃(t).

It is straightfoward to check that f̃ℓ is convex and satisfies (3.21). Therefore, by [70,
Theorem 1.1] the minimizer uℓ enjoys

uℓ ∈ (u∗ +W 1,p
0 (Bρ,R

N )) ∩W
1,(p,λ)
loc (Bρ,R

N ).

Now, bearing in mind (3.27) and (3.28) and following Step 2 of Theorem 3.2.5 we get
that uℓ → u∗ strongly in W 1,p(Bρ,R

N ) and F(uℓ, Bρ) → F(u∗, Bρ). We have just proved
the following theorem.

Theorem 3.3.3. Let f : Ω × RN×n → [0,+∞) be a Carathéodory function such that
z 7→ f(x, z) is convex and (3.22), (3.23) are satisfied with f̃ as in (3.21) and (3.27).
Let u∗ be a function in W 1,p(BR,R

N ) such that F(u∗, BR) < +∞, where BR ⊂ Ω. Fix
ρ < R. Then there exists a sequence

{uℓ}ℓ∈N ⊂ (u∗ +W 1,p
0 (Bρ,R

N )) ∩W
1,(p,λ)
loc (Bρ,R

N )

such that uℓ → u strongly in W 1,p(Bρ,R
N ) and

F(uℓ, Bρ) → F(u∗, Bρ).

An example of function that satisfies the hypothesis of Theorem 3.3.3 is

f(x, z) := f̃(|z| + b(x)),

for a suitable b(x) ⩾ 0, where
f̃(t) := tp ln(e+ t).

3.3.2 Scalar functionals and bounded gradients

In this last section we consider an example in the multidimensional scalar case. We deal
with the following functional

F(u,Ω) :=
∫

Ω
f(x, u(x), Du(x)) dx,
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with u : Ω → R, where Ω ⊂ Rn is open and bounded, n ⩾ 2. We assume that the density
f has the following form

f(x, u, z) := d(z) + h(x, u),
and satisfies the hypothesis of Theorem 1.1 in [37], that we recall here for the convenience
of the reader. Let p and q be such that

1 < p < q < p

(
n+ 1
n

)
. (3.30)

The function d : Rn → [0,+∞) has the (p, q)-growth (H2) and is p-uniformly convex at
infinity, that is, there exist ν,R > 0 such that

d

(
z1 + z2

2

)
⩽

1
2d(z1) + 1

2d(z2) − ν(µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|2 (3.31)

when the line segment joining z1 and z2 is all outside B(0, R). The function h : Ω ×R →
[0,+∞) is of Carathéodory type and x 7→ h(x, 0) ∈ L1(Ω,R). Moreover, there exists a
function a ∈ L∞

loc(Ω,R) such that

|h(x, u1) − h(x, u2)| ⩽ a(x)|u1 − u2|, for a.e. x ∈ Ω, for all u1, u2 ∈ R. (3.32)

We stress that, unlike [37], we require that d is also convex everywhere. Morevover, here
we ask that h(x, u) ⩾ 0.

Our target is to approximate every u∗ ∈ W 1,p(BR,R) with a sequence {uℓ}ℓ∈N ⊂
(u∗ + W 1,p

0 (BR,R)) ∩ W 1,∞
loc (BR,R) and show the approximation in energy. So, let

u∗ ∈ W 1,p(BR,R) be a function such that F(u∗, BR) < +∞.
We consider the following penalization of F

˜̃Gℓ(u,BR) :=
∫

BR

[f(x, u(x), Du(x)) + ℓ|u(x) − u∗(x)|] dx.

By the direct method of the Calculus of Variations we get, for every ℓ ∈ N, a minimizer
uℓ ∈ u∗ + W 1,p

0 (BR,R) of ˜̃Gℓ. Now, in order to apply [37, Theorem 1.1] to ˜̃Gℓ, we
just need to observe that h(x, u) + ℓ|u(x) − u∗(x)| keeps checking (3.32) and that x 7→
h(x, 0) + ℓ|u∗(x)| ∈ L1(BR,R). Then the minimizer uℓ enjoys

uℓ ∈ (u∗ +W 1,p
0 (BR,R)) ∩W 1,∞

loc (BR,R).

At this point, following Step 2 of Theorem 3.2.5, we get that uℓ → u∗ strongly in
L1(BR,R). But, by (H2), we have

L−1||Duℓ||pLp(BR) ⩽ F(uℓ, BR) ⩽ ˜̃Gℓ(uℓ, BR) ⩽ ˜̃Gℓ(u∗, BR) = F(u∗, BR),

then, by the previous inequality, up to not relabelled subsequences, we may suppose that
there exists u∞ ∈ u∗ +W 1,p

0 (BR,R) such that

uℓ → u∞ strongly in Lp(BR,R)
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Duℓ ⇀ Du∞ weakly in Lp(BR,R
n).

Therefore, due to the uniqueness of the limit, we can say that u∞ = u∗ and

Duℓ ⇀ Du∗ weakly in Lp(BR,R).

Thus, the following theorem holds true.

Theorem 3.3.4. Let p and q be as in (3.30). Let d : Rn → [0,+∞) be a convex function
which verifies (H2) and (3.31) and let h : Ω ×R → [0,+∞) be a Carathéodory function
such that x 7→ h(x, 0) ∈ L1(Ω,R) and (3.32) is satisfied. Let us set

F(u,BR) :=
∫

BR

[d(Du(x)) + h(x, u(x))] dx.

Let u∗ be a function in W 1,p(BR,R
N ) such that F(u∗, BR) < +∞, where BR ⊂ Ω. Then

there exists a sequence

{uℓ}ℓ∈N ⊂ (u∗ +W 1,p
0 (BR,R)) ∩W 1,∞

loc (BR,R)

such that uℓ ⇀ u weakly in W 1,p(BR,R) and

F(uℓ, BR) → F(u∗, BR).

3.4 Construction of the approximating densities
We now face the problem of how to construct the approximating functions fk. We require
that the function f is radial, i.e.

f(x, z) = f̃(x, |z|), for all (x, z) ∈ Ω ×RN×n, (H5)

for some f̃ : Ω × [0,+∞) → R. Moreover, we assume that f satisfies the following

L−1(µ2 + |z|2)
p
2 ⩽ f(x, z) ⩽ L(1 + |z|q) (H2’)

in place of (H2). Let us observe that if we consider a function f that satisfies (H2) and
(H3) then, if p ⩾ 2 it obviously satisfies (H3) and (H2’) with µ = 0. In the case where
p < 2 we can consider f̂ = f + c, where c is a suitable constant and now f̂ satisfies (H2’)
and (H3). Moreover, changing f with f̂ does not affect our problem. In any case, we
prefer to use (H2’) because of the calculations involved in the proof of the next theorem.
We point out that for the approximation we gain benefit from [45, Theorem 2.5 (ii)].

Theorem 3.4.1. Let Ω ⊂ Rn be a bounded open set, let α ∈ (0, 1] and p, q be such that

1 < p < q < p

(
n+ α

n

)
.

Let f : Ω ×RN×n → R be a Carathéodory function. Assume that there exist L ∈ [1,+∞)
and µ ∈ [0, 1] such that f satisfies (H1), (H2’), (H3), (H4) and (H5).
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Then ∀k ∈ N there exists a Carathéodory function fk : Ω × RN×n → R and a con-
stant c0(q) ∈ (1,+∞) such that

z 7→ fk(x, z) ∈ C1(RN×n), for all x ∈ Ω, (AP1)

L−1

2c̃ (µ2 + |z|2)
p
2 ⩽ fk(x, z) ⩽ L(1 + |z|q), (AP2)

L−1

2c̃ pmin{p− 1, 1}
(1

6

)p−1
(AP3)

× (µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|2 ⩽
〈
∂fk

∂z
(x, z1) − ∂fk

∂z
(x, z2), z1 − z2

〉
,

∣∣∣∣∂fk

∂z
(x, z) − ∂fk

∂z
(y, z)

∣∣∣∣ ⩽ L|x− y|α(1 + |z|q−1), (AP4)

∣∣∣∣∂fk

∂z
(x, z)

∣∣∣∣ ⩽ 2[3c0(q)L2
q−1

q + L−1

2c̃ p2
p−1

2 ](1 + kq−1)(1 + |z|p−1), (AP5)

∣∣∣∣∂fk

∂z
(x, z) − ∂fk

∂z
(y, z)

∣∣∣∣ ⩽ L(1 + k)q−1|x− y|α(1 + |z|p−1), (AP6)

fk(x, z) ⩽ f(x, z), for all (x, z) ∈ Ω ×RN×n, (AP7)

lim
k→+∞

fk(x, z) = f(x, z), for all (x, z) ∈ Ω ×RN×n, (AP8)

fk(x, z) ⩽ fk+1(x, z), for all (x, z) ∈ Ω ×RN×n, (AP9)

where

c̃ =


p
√

10 if 1 < p < 2

p(p− 1)2
p−2

2 if p ⩾ 2.

Proof. Let us start with the following preliminary observation. Let ei
j be a versor of

RN×n, i = 1, . . . , N , j = 1, . . . , n, and note that, since t ⩾ 0,

f̃(x, t) = f(x, tei
j).

We deduce that
∂f̃

∂t
(x, t0) = ∂f

∂zi
j

(x, t0ei
j), ∀t0 ∈ [0,+∞).
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Moreover, since f(x, z) = f̃(x, |z|), we have f(x,−z) = f(x, z) and ∂f
∂zi

j
(x, 0) = 0. This

implies
∂f̃

∂t
(x, 0) = 0.

Finally observe that
t 7→ f̃(x, t) ∈ C1([0,+∞)).

We divide the proof into four steps.

Step 1: the function

g(x, z) = f(x, z) − L−1

2c̃ (µ2 + |z|2)
p
2 ⩾ 0

is radial and satisfies the following two properties〈
∂g

∂z
(x, z1) − ∂g

∂z
(x, z2), z1 − z2

〉
⩾
L−1

2 (µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|2 (3.33)

∣∣∣∣∂g∂z (x, z)
∣∣∣∣ ⩽ [3c0L2

q−1
q + L−1

c̃
p2

p−1
2 ](1 + |z|q−1) (3.34)

where c̃ is as in the statement of the theorem and c0 = c0(q) ∈ (1,+∞)

Let us define
fµ(z) := (µ2 + |z|2)

p
2 ,

we observe that
z 7→ g(x, z) ∈ C1(RN×n)

and
∂g

∂zi
j

(x, z) = ∂f

∂zi
j

(x, z) − L−1

2c̃
∂fµ

∂zi
j

(z).

In order to prove (3.33) let us write the following inequalities:〈
∂g

∂z
(x, z1) − ∂g

∂z
(x, z2), z1 − z2

〉
=

〈
∂f

∂z
(x, z1) − ∂f

∂z
(x, z2), z1 − z2

〉
− L−1

2c̃

〈
∂fµ

∂z
(z1) − ∂fµ

∂z
(z2), z1 − z2

〉
(H3)
⩾ L−1(µ2 + |z1|2 + |z2|2)

p−2
2 |z1 − z2|2 − L−1

2c̃

〈
∂fµ

∂z
(z1) − ∂fµ

∂z
(z2), z1 − z2

〉
︸ ︷︷ ︸

I

.

(3.35)

Now we study I as p and µ change
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Section 3.4: Construction of the approximating densities

• Case 1: p ⩾ 2 and 0 ⩽ µ ⩽ 1.

First we deal with the case p ⩾ 2 and 0 < µ ⩽ 1. We observe that

N∑
i,l=1

n∑
j,q=1

∂2fµ

∂zl
q∂z

i
j

(z)λl
qλ

i
j

=
N∑

i,l=1

n∑
j,q=1

p

2

[
p− 2

2 (µ2 + |z|2)
p−4

2 2zl
q2zi

j + (µ2 + |z|2)
p−2

2 2δilδjq

]
λl

qλ
i
j

=
N∑

i,l=1

n∑
j,q=1

p(µ2 + |z|2)
p−4

2 [(p− 2)zl
qz

i
j + (µ2 + |z|2)δilδjq]λl

qλ
i
j

=
N∑

i,l=1

n∑
j,q=1

p(µ2 + |z|2)
p−4

2 [(p− 2)zl
qλ

l
qz

i
jλ

i
j + (µ2 + |z|2)δilδjqλ

l
qλ

i
j ]

= p(µ2 + |z|2)
p−4

2 [(p− 2)⟨z, λ⟩2 + (µ2 + |z|2)|λ|2

⩽ p(µ2 + |z|2)
p−4

2 [(p− 2)|z|2|λ|2 + (µ2 + |z|2)|λ|2]

⩽ p(µ2 + |z|2)
p−4

2 [(p− 2)(µ2 + |z|2)|λ|2 + (µ2 + |z|2)|λ|2]

= p(p− 1)(µ2 + |z|2)
p−2

2 |λ|2. (3.36)

Now,

N∑
i=1

n∑
j=1

(
∂fµ

∂zi
j

(z1) − ∂fµ

∂zi
j

(z2)
)

(z1
i
j − z2

i
j)

=
N∑

i=1

n∑
j=1

[
∂fµ

∂zi
j

(z2 + t(z1 − z2))
]t=1

t=0
(z1

i
j − z2

i
j)

=
N∑

i=1

n∑
j=1

∫ 1

0

∂

∂t

(
∂fµ

∂zi
j

(z2 + t(z1 − z2))
)
dt(z1

i
j − z2

i
j)

=
∫ 1

0

N∑
i,l=1

n∑
j,q=1

∂2fµ

∂zl
q∂z

i
j

(z2 + t(z1 − z2))(z1
l
q − z2

l
q)(z1

i
j − z2

i
j) dt

(3.36)
⩽ p(p− 1)

∫ 1

0
(µ2 + |z2 + t(z1 − z2)|2)

p−2
2 dt|z1 − z2|2

⩽ p(p− 1)2
p−2

2 (µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|2.

So we can conclude that〈
∂fµ

∂z
(z1) − ∂fµ

∂z
(z2), z1 − z2

〉
⩽ p(p− 1)2

p−2
2 (µ2 + |z1|2 + |z2|2)

p−2
2 |z1 − z2|2.

Now we consider p ⩾ 2 and µ = 0. Then, by a straightfoward consequence of the
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Section 3.4: Construction of the approximating densities

definition of f0(z) = |z|p we can deduce that f0 ∈ C1(RN×n) and

lim
µ→0+

∂fµ

∂zi
j

(z) = ∂f0
∂zi

j

(z), for all z ∈ RN×n.

We introduce the following functions which will be useful for writing the estimate
for fµ:

• if µ > 0, then

hµ(z1, z2) := (µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|2

• if µ = 0, then

h0(z1, z2) :=


(|z1|2 + |z2|2)

p−2
2 |z1 − z2|2 if (z1, z2) ̸= (0, 0)

0 if (z1, z2) = (0, 0).

It is easy to see that both h0 and hµ are C0(RN×n ×RN×n) and that

lim
µ→0+

hµ(z1, z2) = h0(z1, z2), ∀(z1, z2) ∈ RN×n ×RN×n.

Finally observing that
N∑

i=1

n∑
j=1

(
∂fµ

∂zi
j

(z1) − ∂fµ

∂zi
j

(z2)
)

(z1
i
j − z2

i
j) ⩽ p(p− 1)2

p−2
2 hµ(z1, z2)

and letting µ → 0+ we get
N∑

i=1

n∑
j=1

(
∂f0
∂zi

j

(z1) − ∂f0
∂zi

j

(z2)
)

(z1
i
j − z2

i
j) = p(p− 1)2

p−2
2 h0(z1, z2)

which implies the following: if p ⩾ 2 and 0 ⩽ µ ⩽ 1 then〈
∂fµ

∂z
(z1) − ∂fµ

∂z
(z2), z1 − z2

〉
⩽ p(p− 1)2

p−2
2 (µ2 + |z1|2 + |z2|2)

p−2
2 |z1 − z2|2

where (µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|2 = 0 if µ = 0 and (z1, z2) = (0, 0).

• Case 2: 1 < p < 2 and 0 ⩽ µ ⩽ 1.

If z1 ̸= z2 we use Lemma 2.1.11 for fµ, which gives us∣∣∣∣〈∂fµ

∂z
(z1) − ∂fµ

∂z
(z2), z1 − z2

〉∣∣∣∣ ⩽ ∣∣∣∣∂fµ

∂z
(z1) − ∂fµ

∂z
(z2)

∣∣∣∣ |z1 − z2|

⩽ p
√

10(µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|2,

we underline that the constant p
√

10 is derived from the proof of the same lemma.
The case z1 = z2 is trivial.
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Summarizing both case 1 and case 2 we obtain〈
∂fµ

∂z
(z1) − ∂fµ

∂z
(z2), z1 − z2

〉
⩽ c̃(µ2 + |z1|2 + |z2|2)

p−2
2 |z1 − z2|2.

At this point we jump back and we put the last inequality into (3.35) in order to have〈
∂g

∂z
(x, z1) − ∂g

∂z
(x, z2), z1 − z2

〉
⩾
L−1

2 (µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|2,

notably, z 7→ g(x, z) is convex.

Now we pass examining (3.34). We observe that if z ̸= 0 then∣∣∣∣∂fµ

∂z
(z)
∣∣∣∣ = p(µ2 + |z|2)

p−2
2 |z|

⩽ p(µ2 + |z|2)
p−2

2 p(µ2 + |z|2)
1
2

⩽ p(1 + |z|2)
p−1

2

⩽ p2
p−1

2 (1 + |z|p−1) (3.37)

⩽ p2
p+1

2 (1 + |z|q−1),

where for the last inequality we have used that 1 + |z|p−1 ⩽ 2(1 + |z|q−1), we point out
that the same estimate is in force also for z = 0. Accordingly∣∣∣∣∂g∂z (x, z)

∣∣∣∣ ⩽ ∣∣∣∣∂f∂z (x, z)
∣∣∣∣+ L−1

2c̃

∣∣∣∣∂fµ

∂z
(z)
∣∣∣∣

⩽ 3c0L2
q−1

q (1 + |z|q−1) + L−1

2c̃ p2
p+1

2 (1 + |z|q−1)

= [3c0L2
q−1

q + L−1

c̃
p2

p−1
2 ](1 + |z|q−1)

where c0 = c0(q) ∈ (1,+∞) and 3c0L2(q−1)/q is the constant coming from the application
of Lemma 2.1.10 to f. At last, we stress that g is radial, in fact

g(x, z) = f(x, z) − L−1

2c̃ (µ2 + |z|2)
p
2 = f̃(x, |z|) − L−1

2c̃ f̃µ(|z|) =: g̃(x, |z|)

where f̃µ(t) = (µ2 + t2)
p
2 . Like before we notice that ∂g̃

∂t (x, 0) = 0 and t 7→ g̃(x, t) ∈
C1([0,+∞)). Finally, we state the following lemma in order to get that g̃ is convex and
increasing on the second variable.

Lemma 3.4.2. Let φ : RN×n → R be convex and such that

φ(z) = φ̃(|z|)

for some φ̃ : [0,+∞) → R. Then φ̃ is convex and increasing.
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Section 3.4: Construction of the approximating densities

Step 2: let k ∈ {1, . . . , n} and define

g̃k(x, t) :=


g̃(x, t) if 0 ⩽ t ⩽ k

g̃(x, k) + ∂g̃

∂t
(x, k)(t− k) if t > k,

then ∂g̃k
∂t (x, 0) = 0 and t 7→ g̃k(x, t) is C1([0,+∞)) and convex, moreover g̃k is such that∣∣∣∣∂g̃k

∂t
(x, t) − ∂g̃k

∂t
(y, t)

∣∣∣∣ ⩽ L|x− y|α(1 + tq−1) (3.38)
∣∣∣∣∂g̃k

∂t
(x, t) − ∂g̃k

∂t
(y, t)

∣∣∣∣ ⩽ L|x− y|α(1 + kq−1) (3.39)∣∣∣∣∂g̃k

∂t
(x, t)

∣∣∣∣ ⩽ [3c0L2
q−1

q + L−1

c̃
p2

p−1
2 ](1 + kq−1) (3.40)

0 ⩽ g̃k(x, t) ⩽ g̃(x, t), for all (x, t) ∈ Ω × [0,+∞) (3.41)
lim

k→+∞
g̃k(x, t) = g̃(x, t), for all (x, t) ∈ Ω × [0,+∞) (3.42)

g̃k(x, t) ⩽ g̃k+1(x, t), for all (x, t) ∈ Ω × [0,+∞) (3.43)
It is straightfoward to check that ∂g̃k

∂t (x, 0) = 0 and t 7→ g̃k(x, t) is C1([0,+∞)) and
convex. Now let us move on to show (3.38)-(3.43), we will divide every single proof
according to the interval to which t belongs. First of all we stress that

∂g̃k

∂t
(x, t) =


∂g̃

∂t
(x, t) if 0 ⩽ t ⩽ k

∂g̃

∂t
(x, k) if t > k,

then, regarding (3.38) and (3.39), we have the following assertions:

• if 0 ⩽ t ⩽ k, then∣∣∣∣∂g̃k

∂t
(x, t) − ∂g̃k

∂t
(y, t)

∣∣∣∣ =
∣∣∣∣∂g̃∂t (x, t) − ∂g̃

∂t
(y, t)

∣∣∣∣
=
∣∣∣∣∣∂f̃∂t (x, t) − ∂f̃

∂t
(y, t)

∣∣∣∣∣
=
∣∣∣∣∣ ∂f∂zi

j

(x, tei
j) − ∂f

∂zi
j

(y, tei
j)
∣∣∣∣∣

⩽ L|x− y|α(1 + tq−1)
⩽ L|x− y|α(1 + kq−1);

• if t > k, then, in a similar fashion,∣∣∣∣∂g̃k

∂t
(x, t) − ∂g̃k

∂t
(y, t)

∣∣∣∣ ⩽ L|x− y|α(1 + kq−1) ⩽ L|x− y|α(1 + tq−1).
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Now bearing in mind (3.34) we show (3.40)

• if 0 ⩽ t ⩽ k, then∣∣∣∣∂g̃k

∂t
(x, t)

∣∣∣∣ =
∣∣∣∣∂g̃∂t (x, t)

∣∣∣∣ =
∣∣∣∣∣ ∂g∂zi

j

(x, tei
j)
∣∣∣∣∣

⩽ [3c0L2
q−1

q + L−1

c̃
p2

p−1
2 ](1 + tq−1)

⩽ [3c0L2
q−1

q + L−1

c̃
p2

p−1
2 ](1 + kq−1);

• if t > k, then∣∣∣∣∂g̃k

∂t
(x, t)

∣∣∣∣ =
∣∣∣∣∂g̃∂t (x, k)

∣∣∣∣ =
∣∣∣∣∣ ∂g∂zi

j

(x, kei
j)
∣∣∣∣∣

⩽ [3c0L2
q−1

q + L−1

c̃
p2

p−1
2 ](1 + kq−1).

Regarding (3.41), we have the following assertions:

• if 0 ⩽ t ⩽ k, then
g̃k(x, t) = g̃(x, t) ⩾ 0;

• if t > k, then
g̃k(x, t) = g̃(x, k) + ∂g̃

∂t
(x, k)(t− k) ⩽ g̃(x, t)

because t 7→ g̃(x, t) is C1([0,+∞)) and convex. Note that g̃(x, k) ⩾ 0 and ∂g̃
∂t (x, k) ⩾

0, then g̃k(x, t) ⩾ 0.

For the property (3.42) we proceed differently, first we fix t ∈ [0,+∞) and then we
consider kt = [t] + 1, where [t] is the integer part of t. Thus 0 ⩽ t < kt and for all k ⩾ kt

we have g̃k(x, t) = g̃(x, t), i.e.

lim
k→+∞

g̃k(x, t) = g̃(x, t).

Finally for the last property we analyze three possibilities

• if 0 ⩽ t ⩽ k, then
g̃k(x, t) = g̃(x, t) = g̃k+1(x, t);

• if k < t ⩽ k + 1, we recall that t 7→ g̃(x, t) is C1([0,+∞)) and convex, then

g̃k(x, t) = g̃(x, k) + ∂g̃

∂t
(x, k)(t− k)

⩽ g̃(x, t) = g̃k+1(x, t);
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• if t > k + 1, we use this lemma

Lemma 3.4.3. Let φ̃ : [0,+∞) → R be C1([0,+∞)) and convex, let t1, t2 ∈ [0,+∞)
be such that t1 < t2, then

φ̃(t1) + φ̃′(t1)(t− t1) ⩽ φ̃(t2) + φ̃′(t2)(t− t2), ∀t ⩾ t2.

Hence we can conclude that

g̃k(x, t) = g̃(x, k) + ∂g̃

∂t
(x, k)(t− k)

⩽ g̃(x, k + 1) + ∂g̃

∂t
(x, k + 1)(t− (k + 1))

= g̃k+1(x, t).

Step 3: let k ∈ {1, . . . , n} and define

gk(x, z) := g̃k(x, |z|),

then ∂gk
∂z (x, 0) = 0 and z 7→ gk(x, z) is C1(RN×n) and convex. Moreover, gk is such that∣∣∣∣∂gk

∂z
(x, z) − ∂gk

∂z
(y, z)

∣∣∣∣ ⩽ L|x− y|α(1 + |z|q−1) (3.44)

∣∣∣∣∂gk

∂z
(x, z) − ∂gk

∂z
(y, z)

∣∣∣∣ ⩽ L(1 + k)q−1|x− y|α(1 + |z|p−1) (3.45)∣∣∣∣∂gk

∂z
(x, z)

∣∣∣∣ ⩽ [3c0L2
q−1

q + L−1

c̃
p2

p−1
2 ](1 + kq−1)(1 + |z|p−1) (3.46)

gk(x, z) ⩽ g(x, z), ∀(x, z) ∈ Ω ×RN×n (3.47)

lim
k→+∞

gk(x, z) = g(x, z), ∀(x, z) ∈ Ω ×RN×n (3.48)

gk(x, z) ⩽ gk+1(x, z), ∀(x, z) ∈ Ω ×RN×n (3.49)

We use the following lemmas to deduce that ∂gk
∂z (x, 0) = 0 and z 7→ gk(x, z) is C1(RN×n)

and convex.

Lemma 3.4.4. Let φ̃ : [0,+∞) → R be C1([0,+∞)), with φ̃′(0) = 0, and such that

φ̃(|z|) = φ(z)

for some φ : RN×n → R. Then φ is C1(RN×n) and

∂φ

∂zi
j

(z) =


φ̃′(|z|)

zi
j

|z|
if z ̸= 0

0 if z = 0.
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Section 3.4: Construction of the approximating densities

Lemma 3.4.5. Let φ̃ : [0,+∞) → R be convex, increasing and such that

φ̃(|z|) = φ(z)

for some φ : RN×n → R. Then φ is convex.

In order to prove (3.44)-(3.46), we observe that

∂gk

∂zi
j

(x, z) =


∂g̃k

∂t
(x, |z|)

zi
j

|z|
if z ̸= 0

0 if z = 0,

then, for z ̸= 0 ∣∣∣∣∂gk

∂z
(x, z) − ∂gk

∂z
(y, z)

∣∣∣∣ =
∣∣∣∣∂g̃k

∂t
(x, |z|) − ∂g̃k

∂t
(y, |z|)

∣∣∣∣
(3.38)
⩽ L|x− y|α(1 + |z|q−1),

∣∣∣∣∂gk

∂z
(x, z) − ∂gk

∂z
(y, z)

∣∣∣∣ =
∣∣∣∣∂g̃k

∂t
(x, |z|) − ∂g̃k

∂t
(y, |z|)

∣∣∣∣
(3.39)
⩽ L(|x− y|α(1 + kq−1)
⩽ L(1 + kq−1)|x− y|α(1 + |z|p−1)

and ∣∣∣∣∂gk

∂z
(x, z)

∣∣∣∣ =
∣∣∣∣∂g̃k

∂t
(x, |z|)

∣∣∣∣ (3.40)
⩽ [3c0L2

q−1
q + L−1

c̃
p2

p−1
2 ](1 + kq−1)

⩽ [3c0L2
q−1

q + L−1

c̃
p2

p−1
2 ](1 + kq−1)(1 + |z|p−1),

and the same estimates are valid also for z = 0. Now to conclude we note that using
Step 2 again we achieve

gk(x, z) = g̃k(x, |z|) ⩽ g̃(x, |z|) = g(x, z),

lim
k→+∞

gk(x, z) = lim
k→+∞

g̃k(x, |z|) = g̃(x, |z|) = g(x, z)

and
gk(x, z) = g̃k(x, |z|) ⩽ g̃k+1(x, |z|) = gk+1(x, z).

Step 4: let k ∈ {1, . . . , n} and define the approximating function

fk(x, z) := gk(x, z) + L−1

2c̃ fµ(z),
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then fk satisfies (AP1)-(AP9)

Once noted that z 7→ fk(x, z) ∈ C1(RN×n), let us move on to demonstrate (AP2)-
(AP9) making use of the previous steps. For (AP2) we can directly observe that since
gk ⩾ 0

L−1

2c̃ (µ2 + |z|2)
p
2 ⩽ fk(x, z)

(3.47)
⩽ g(x, z) + L−1

2c̃ fµ(x, z)
(H2’)
⩽ L(1 + |z|q).

For (AP3) we have to make a further calculation. Following the Step 1 we write
N∑

i,l=1

n∑
j,q=1

∂2fµ

∂zl
q∂z

i
j

(z)λl
qλ

i
j = p(µ2 + |z|2)

p−4
2 [(p− 2)⟨z, λ⟩2 + (µ2 + |z|2)|λ|2]

⩾ pmin{p− 1, 1}(µ2 + |z|2)
p−2

2 |λ|2,

where, in order to have the last inequality, we have just distinguished the cases 1 < p < 2
and p ⩾ 2. After using a calculation similar to the one that led to (3.36), we have

N∑
i=1

n∑
j=1

(
∂fµ

∂zi
j

(z1) − ∂fµ

∂zi
j

(z2)
)

(z1
i
j − z2

i
j) =

∫ 1

0

N∑
i,l=1

n∑
j,q=1

∂2fµ

∂zl
q∂z

i
j

(z2 + t(z1 − z2))(z1
l
q − z2

l
q)(z1

i
j − z2

i
j) dt ⩾

pmin{p− 1, 1}
∫ 1

0
(µ2 + |z2 + t(z1 − z2)|2)

p−2
2 dt︸ ︷︷ ︸

II

|z1 − z2|2.

Now, if p ⩾ 2 and 0 < µ ⩽ 1, let us control II from below by considering two cases:
• if |z1| ⩾ |z2| let a ∈ (0, 1) and t ∈ [1 − a, 1]. Then, see [73]

|z2 + t(z1 − z2)| = |tz1 + (1 − t)z2| ⩾ t|z1| − (1 − t)|z2|
⩾ (1 − a)|z1| − a|z2|

⩾
1 − a

2 |z1| + 1 − 3a
2 |z2|

⩾
1 − 3a

2 (|z1| + |z2|),

now taking a ∈
(
0, 1

3

)
we get

|z2 + t(z1 − z2)|2 ⩾
(1 − 3a

2

)2
(|z1|2 + |z2|2),

and so

II ⩾
∫ 1

1−a

[(1 − 3a
2

)2
(µ2 + |z1|2 + |z2|2)

] p−2
2

dt

= a

(1 − 3a
2

)p−2
(µ2 + |z1|2 + |z2|2)

p−2
2 ;
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• if |z1| ⩽ |z2| let b ∈ (0, 1) and t ∈ [0, b]. Then

|z2 + t(z1 − z2)| = |tz1 + (1 − t)z2| ⩾ (1 − t)|z2| − t|z1|
⩾ (1 − b)|z2| − b|z1|

⩾
1 − b

2 |z2| + 1 − 3b
2 |z1|

⩾
1 − 3b

2 (|z1| + |z2|).

Now we pick b ∈
(
0, 1

3

)
and in the same way as in the previous case we get

II ⩾
∫ b

0

[(1 − 3b
2

)2
(µ2 + |z1|2 + |z2|2)

] p−2
2

dt

= b

(1 − 3b
2

)p−2
(µ2 + |z1|2 + |z2|2)

p−2
2 .

Now choosing a = b = 1
6 we obtain

II ⩾
(1

6

)p−1
(µ2 + |z1|2 + |z2|2)

p−2
2 , ∀z1, z2 ∈ RN×n.

If 1 < p < 2 and 0 < µ ⩽ 1 we use the convexity of z 7→ |z|2 and the fact that p− 2 < 0,
consequently II ⩾ (µ2 + |z1|2 + |z2|2)

p−2
2 , see [2]).

Hence summarizing, we achieve

N∑
i=1

n∑
j=1

(
∂fµ

∂zi
j

(z1) − ∂fµ

∂zi
j

(z2)
)

(z1
i
j − z2

i
j) ⩾ pmin{p− 1, 1}

(1
6

)p−1

×(µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|2,

when p > 1 and 0 < µ ⩽ 1. For the case µ = 0 we introduce the functions h0 and hµ

defined as in the Step 1 and therefore in a similar fashion we get〈
∂fµ

∂z
(z1) − ∂fµ

∂z
(z2), z1 − z2

〉
⩾ pmin{p− 1, 1}

(1
6

)p−1

×(µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|2, (3.50)

where (µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|2 = 0 if µ = 0 and (z1, z2) = (0, 0).
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We are ready to prove (AP3)〈
∂fk

∂z
(x, z1) − ∂fk

∂z
(x, z2), z1 − z2

〉
=

〈
∂gk

∂z
(x, z1) − ∂gk

∂z
(x, z2), z1 − z2

〉
+ L−1

2c̃

〈
∂fµ

∂z
(z1) − ∂fµ

∂z
(z2), z1 − z2

〉
⩾

L−1

2c̃

〈
∂fµ

∂z
(z1) − ∂fµ

∂z
(z2), z1 − z2

〉
(3.50)
⩾

L−1

2c̃ pmin{p− 1, 1}
(1

6

)p−1

× (µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|2,

where we have used the fact that
〈

∂gk
∂z (x, z1) − ∂gk

∂z (x, z2), z1 − z2
〉
⩾ 0 as a consequence

of the convexity of z 7→ gk(x, z). As far as (AP4)-(AP6) are concerned, we observe that∣∣∣∣∂fk

∂z
(x, z) − ∂fk

∂z
(y, z)

∣∣∣∣ =
∣∣∣∣∂gk

∂z
(x, z) − ∂gk

∂z
(y, z)

∣∣∣∣ (3.44)
⩽ L|x− y|α(1 + |z|q−1),

by (3.37) and (3.46)∣∣∣∣∂fk

∂z
(x, z)

∣∣∣∣ ⩽ ∣∣∣∣∂gk

∂z
(x, z)

∣∣∣∣+ L−1

2c̃

∣∣∣∣∂fµ

∂z
(z)
∣∣∣∣

⩽ [(3c0L2
q−1

q + L−1

2c̃ p2
p+1

2 )(1 + kq−1) + L−1

2c̃ p2
p−1

2 ](1 + |z|p−1)

⩽ 2[3c0L2
q−1

q + L−1

2c̃ p2
p+1

2 ](1 + kq−1)(1 + |z|p−1),

finally ∣∣∣∣∂fk

∂z
(x, z) − ∂fk

∂z
(y, z)

∣∣∣∣ =
∣∣∣∣∂gk

∂z
(x, z) − ∂gk

∂z
(y, z)

∣∣∣∣
(3.45)
⩽ L(1 + k)q−1|x− y|α(1 + |z|p−1).

It remains to prove (AP7)-(AP9), which, as we will see, are a direct application of the
Step 3

fk(x, z) = gk(x, z) + L−1

2c̃ fµ(z)
(3.47)
⩽ g(x, z) + L−1

2c̃ fµ(z) = f(x, z),

lim
k→+∞

fk(x, z) = lim
k→+∞

gk(x, z) + L−1

2c̃ fµ(z) (3.48)= g(x, z) + L−1

2c̃ fµ(z) = f(x, z)

and finally

fk(x, z) = gk(x, z) + L−1

2c̃ fµ(z)
(3.49)
⩽ gk+1(x, z) + L−1

2c̃ fµ(z) = fk+1(x, z).

The proof is finished.
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A direct consequence of Theorems 3.2.5 and 3.4.1 is the following corollary.

Corollary 3.4.6. Let Ω ⊂ Rn be a bounded open set, let α ∈ (0, 1] and p, q be such that

1 < p < q < p

(
n+ α

n

)
.

Let f : Ω × RN×n → R be a Carathéodory function such that there exist constants
L ∈ [1,+∞) and µ ∈ [0, 1] : f satisfies (H1), (H2’), (H3), (H4), (H5). Let u∗ be a
function in W 1,p(BR,R

N ) such that F(u∗, BR) < +∞. Then

L(u∗) = 0.

Proof. We observe that by Theorem 3.4.1 we get that ∀k ∈ N there exist a Carathéodory
function fk : Ω × RN×n → R and positive constants L̃ and c(k) such that for all
(x, z) ∈ Ω ×RN×n the hypothesis (AP1)-(AP9) of Theorem 3.2.1 are satisfied. The proof
proceeds in the same way as that of Theorem 3.2.5.

3.5 Example
Now we give an example covered by Theorem 3.2.1. Let Ω and p, q, α be as in the
hypothesis of the theorem. We define

f(x, z) := g(x, z) + (µ2 + |z|2)
p
2 ,

where g(x, z) := g̃(x, |z|) and g̃ : Ω ×R → R is defined in the following way

g̃(x, t) :=


|x1|α(t− |x1|α)q if t > |x1|α

0 if t ⩽ |x1|α,

where x = (x1, . . . , xn) ∈ Ω ⊂ Rn. The function g̃ behaves as in Figure 3.1. Firstly, note
that, since Ω is bounded, there exists M > 0 such that |x1| ⩽M , consequently

0 ⩽ g̃(x, t) ⩽Mα|t|q ⩽Mα(1 + |t|q)

so
0 ⩽ g(x, z) ⩽Mα(1 + |z|q). (3.51)

Now we observe that t 7→ g̃(x, t) ∈ C0(R) and that if x1 ̸= 0 then

∂g̃

∂t
(x, t) =


|x1|αq(t− |x1|α)q−1 if t > |x1|α

0 if t ⩽ |x1|α,
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t=|x1|αg̃(x,t)=|x1|α(t−|x1|α)q

g̃(x,t)=0

x1

t

Figure 3.1: Strictly above t = |x1|α the function g̃ is equal to |x1|α(t − |x1|α)q while
below g̃ is zero

we point out that this formula is in force also for x1 = 0. Hence t 7→ g̃(x, t) ∈ C1(R). We
also note that ∂g̃

∂t (x, 0) = 0, ∀x ∈ R. Using Lemma 3.4.4 we can conclude that

∂g

∂zi
j

(x, z) =


∂g̃

∂t
(x, |z|)

zi
j

|z|
if z ̸= 0

0 if z = 0

and that z 7→ g(x, z) ∈ C1(RN×n). The last property we want to verify is the following∣∣∣∣∂g∂z (x, z) − ∂g

∂z
(y, z)

∣∣∣∣ ⩽ qmax
{

(2M)max{0,α(q−2)}Mα, (2M)max{0,α(2−q)}

+ max{1, q − 1}Mα
}

|x− y|min{α,α(q−1)}(1 + |z|q−1). (3.52)

We start observing that for z ̸= 0∣∣∣∣∂g∂z (x, z) − ∂g

∂z
(y, z)

∣∣∣∣ =
∣∣∣∣∂g̃∂t (x, |z|) − ∂g̃

∂t
(y, |z|)

∣∣∣∣︸ ︷︷ ︸
I

and we go on estimating I according to the interval to which |z| belongs:
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• if |z| ⩽ |x1|α and |z| ⩽ |y1|α, then

I = 0;

• if |x1|α < |z| ⩽ |y1|α, we have

I =
∣∣∣|x1|αq(|z| − |x1|α)q−1

∣∣∣
⩽ |x1|αq(|y1|α − |x1|α)q−1

⩽Mαq|y − x|α(q−1)(1 + |z|q−1)
⩽ (2M)α(q−1)−min{α,α(q−1)}Mαq|y − x|min{α,α(q−1)}(1 + |z|q−1),

where we have used the fact that for a, b ∈ Rn and 0 < σ ⩽ 1

||a|σ − |b|σ| ⩽ |a− b|σ;

• if |y1|α < |z| ⩽ |x1|α, then, like before,

I ⩽ (2M)α(q−1)−min{α,α(q−1)}Mαq|x− y|min{α,α(q−1)}(1 + |z|q−1);

• if |z| > |x1|α and |z| > |y1|α, then,

I = ||x1|αq(|z| − |x1|α)q−1 − |y1|αq(|z| − |y1|α)q−1|
= ||x1|αq(|z| − |x1|α)q−1 − |y1|αq(|z| − |x1|α)q−1

+ |y1|αq(|z| − |x1|α)q−1 − |y1|αq(|z| − |y1|α)q−1|
⩽ ||x1|α − |y1|α|q(|z| − |x1|α)q−1

+ |y1|αq|(|z| − |x1|α)q−1 − (|z| − |y1|α)q−1|
⩽ q|x− y|α(1 + |z|q−1) +Mαq|(|z| − |x1|α)q−1 − (|z| − |y1|α)q−1|︸ ︷︷ ︸

II

.

We observe that for 1 < q ⩽ 2 we have

II ⩽Mαq|(|z| − |x1|α) − (|z| − |y1|α)|q−1

⩽Mαq|y − x|α(q−1)(1 + |z|q−1).

When q > 2 we use the mean value theorem, then there exists ξ ∈ [min{|z| −
|x1|α, |z| − |y1|α},max{|z| − |x1|α, |z| − |y1|α}] such that

II ⩽Mαq(q − 1)ξq−2||z| − |x1|α − (|z| − |y1|α)|
⩽Mαq(q − 1)ξq−2|y − x|α

⩽Mαq(q − 1)|z|q−2|y − x|α

⩽Mαq(q − 1)|y − x|α(1 + |z|q−1).

Hence for |z| > |x1|α and |z| > |y1|α we get

I ⩽ q
[
(2M)α−min{α,α(q−1)} + max{1, q − 1}Mα

]
× |x− y|min{α,α(q−1)}(1 + |z|q−1).
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Summarizing our results we can conclude that∣∣∣∣∂g∂z (x, z) − ∂g

∂z
(y, z)

∣∣∣∣
⩽ qmax

{
(2M)α(q−1)−min{α,α(q−1)}Mα, (2M)α−min{α,α(q−1)}

+ max{1, q − 1}Mα
}

|x− y|min{α,α(q−1)}(1 + |z|q−1),

we point out that this estimate is still valid also for z = 0.

Now let us briefly check that the function f verifies (H1)-(H5). Conditions (H1) and
(H5) are easy to be checked. As far as (H2’) is concerned, we observe that, since g ⩾ 0,
from below we can directly write

f(x, z) ⩾ (µ2 + |z|2)
p
2 ;

we estimate f from above as follows

f(x, z)
(3.51)
⩽ Mα(1 + |z|q) + (1 + |z|2)

q
2

⩽ Mα(1 + |z|q) + 2
q
2 (1 + |z|q)

= (Mα + 2
q
2 )(1 + |z|q).

Now we prove (H3): since t 7→ g̃(x, t) is convex and increasing then z 7→ g̃(x, |z|) is
convex and so

〈
∂g
∂z (x, z1) − ∂g

∂z (x, z2), z1 − z2
〉
⩾ 0, hence

〈
∂f

∂z
(x, z1) − ∂f

∂z
(x, z2), z1 − z2

〉 (3.50)
⩾ pmin{p− 1, 1}

(1
6

)p−1

× (µ2 + |z1|2 + |z2|2)
p−2

2 |z1 − z2|2.

Finally, in order to conclude, we observe that∣∣∣∣∂f∂z (x, z) − ∂f

∂z
(y, z)

∣∣∣∣ =
∣∣∣∣∂g∂z (x, z) − ∂g

∂z
(y, z)

∣∣∣∣
(3.52)
⩽ |x− y|min{α,α(q−1)}(1 + |z|q−1)

× qmax
{

(2M)max{0,α(q−2)}Mα, (2M)max{0,α(2−q)} + max{1, q − 1}Mα
}
.

Let us show that our example fits neither all hypothesis of [68, Theorem 3.1] nor all of
[44, Theorem 1.1]. Regarding the first-mentioned theorem we verify that assumption [68,
Theorem 3.1 (4)] is not in force and we write it for the convenience of the reader:

• for BR ⋐ Ω, ε0 ∈ (0, 1] with BR+2ε0 ⋐ Ω, x ∈ BR and ε ∈ (0, ε0), there exists
ỹ = ỹ(x, ε) ∈ B(x, ε) such that for z ∈ RN×n and y ∈ B(x, ε), we have f(ỹ, z) ⩽
f(y, z).
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This means that the minimum point ỹ of y 7→ f(y, z) on small balls does not depend on
z. We are going to show that in our example the minimum point ỹ ∈ B(x, ε) depends on z.

For our purpose let us consider x1 > 0 and t > |x1|α, in this range g̃ = |x1|α(t− |x1|α)q.
Now we want to understand when

∂g̃

∂x1
(x, t) ⩽> 0

which some computations reveal to be equivalent to

x1 ⩾
<

(
t

1 + q

) 1
α

.

We can also observe that
(

t
1+q

) 1
α < t

1
α

2 and that for x1 = 0 and x1 = t
1
α the function

g̃ is equal to zero. To make the ideas more clear we draw two graphs, see figure 3.2,
of s 7→ sα(t− sα)q which differ for suitably different t1 and t2, we also highlight in the
same graphic the interval (x1 − ε, x1 + ε), for some fixed x1 and ε. Now we would like to

x1 − ε x1 + ε

Figure 3.2: plots of s 7→ sα(t − sα)q for suitable t1 (dashed) and t2 (dotted) with
0 < t1 < t2

understand in which way t1 and t2 should be selected once fixed x ∈ BR and chosen an
appropriate ε ∈ (0, ε0). We observe that the following conditions must be met:

x1 − ε ⩾
(

t1
1 + q

) 1
α

, (3.53)
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x1 + ε ⩽ t
1
α
1 =

(
t2

1 + q

) 1
α

. (3.54)

To satisfy (3.53) we can pick ε ⩽ x1
2 , so for t1 ⩽ (1 + q)

(x1
2
)α the condition is verified.

Moreover, taking ε ⩽ θ x1
2 , where θ > 0 will be chosen later, we can easily see that for

t1 ⩾ (2 + θ)α
(x1

2
)α the condition (3.54) works. So choosing θ := (1 + q) 1

α − 2 > 0 and
ε ⩽ min

{x1
2 , θ

x1
2
}
, ε < ε0, we can select t1 := (1 + q)

(x1
2
)α. Now, bearing in mind the

equality in (3.54), to conclude it is sufficient to take t2 := (1 + q)t1. Therefore

g̃(ỹ, t1) := min
y∈B(x,ε)

g̃(y, t1), ỹ = (x1 + ε, x2, . . . , xn),

g̃(˜̃y, t2) := min
y∈B(x,ε)

g̃(y, t2), ˜̃y = (x1 − ε, x2, . . . , xn).

So the minimum point of y 7→ g̃(y, t) depends on t. Since f(x, z) = g(x, z)+(µ2 + |z|2)
p
2 =

g̃(x, |z|) + (µ2 + |z|2)
p
2 , then the minimum point of y 7→ f(y, z) depends on z, but this

contradicts [68, Theorem 3.1 (4)].

Now let us move on to [44, Theorem 1.1]. Let p, q and σ be as in [44, Theorem
1.1 (1.8)], namely

2 ⩽ p ⩽ q < p+ 1, σ ⩾
p+ 2

p+ 1 − q
,

we will show that [44, Theorem 1.1 (1.6)] is not verified, i.e. ∂2f
∂x∂z (x, z) /∈ Lσ

loc(Ω).

We consider t > xα
1 > 0 and t > qxα

1 , and therefore x1 <
(

t
q

)1/α
. Let us begin proving

that there exists α ∈ (0, 1] such that ∂2g̃
∂x1∂t /∈ Lσ(Q), where Q := (0, ε) × · · · × (0, ε)︸ ︷︷ ︸

n−times

and

0 < ε <
(

t
q

) 1
α . We start observing that, when 0 < x1 < ε, the following assertions hold:

• if q ⩾ 2 then (t− xα
1 )q−2 ⩾ (t− εα)q−2,

• if 1 < q < 2 then (t− xα
1 )q−2 ⩾ tq−2

and that

min{(t− εα)q−2, tq−2} :=


(t− εα)q−2 if q ⩾ 2

tq−2 if 1 < q < 2.
Hence,∫

Q

∣∣∣∣∣ ∂2g̃

∂x1∂t
(x, t)

∣∣∣∣∣
σ

dx =
∫

Q
[αxα−1

1 (t− xα
1 )q−2q(t− qxα

1 )]σ dx

⩾
∫

Q
[αxα−1

1 min{(t− εα)q−2, tq−2}q(t− qεα)]σ dx

= εn−1[αmin{(t− εα)q−2, tq−2}q(t− qεα)]σ
∫ ε

0
x

(α−1)σ
1 dx1.
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Now we observe that σ > 1 then choosing α such that

0 < α ⩽ 1 − 1
σ

we have ∂2g̃
∂x1∂t /∈ Lσ

loc(Ω) and so by definition ∂2f
∂x∂z /∈ Lσ

loc(Ω). So we can conclude that
our example is not covered by [44, Theorem 1.1] when f is defined by α ∈

(
0, 1 − 1

σ

]
.

Now we want to show that modifying slightly our lagrangian f also assumption (2)
of [23] is not verified. For the convenience of the reader, we recall assumption (2) of [23]:
there exist 0 < ν, β < 1 < ν̃ < +∞ such that

νM(x, βz) ⩽ f(x, z) ⩽ ν̃(M(x, z) + 1), ∀(x, z) ∈ Ω ×RN×n, (3.55)

where M : Ω ×RN×n → [0,+∞) is a weak N -function. We take a g which depends on
zN

n , that is the last entry of the matrix

z =

 z1
1 . . . z1

n
... . . . ...
zN

1 . . . zN
n

 .
Our new density is the following

f(x, z) := g(x, z) + (µ2 + |z|2)
p
2 ,

with g(x, z) := g̃(x, zN
n ) and g̃ : Ω ×R → R given by

g̃(x, zN
n ) :=


|x1|α(zN

n − |x1|α)q if zN
n > |x1|α

0 if zN
n ⩽ |x1|α,

The lagrangian f still satisfies hypothesis (H1)-(H4) of Theorem 3.1.1. We point out
that f verifies neither hypothesis (4) of [68, Theorem 3.1] nor hypothesis (1.8) of [44,
Theorem 1.1]. Let us check that (3.55) does not hold true for the present lagrangian f .
Since M is a weak N - function we have

M(x, z) = M(x,−z), (3.56)

for almost every x ∈ Ω and every z ∈ RN×n. Now, if zN
n ⩽ |x1|α then

νM(x, βz) ⩽ f(x, z) = (µ2 + |z|2)
p
2 ,

accordingly

M(x, ξ) ⩽ 1
ν

(
µ2 + 1

β2 |ξ|2
) p

2
,
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for all ξ ∈ RN×n such that ξN
n ⩽ β|x1|α. If ξN

n > β|x1|α then, by (3.55) and (3.56), we
still get

M(x, ξ) = M(x,−ξ) ⩽ 1
ν

(
µ2 + 1

β2 |ξ|2
) p

2
.

Hence for zN
n > |x1|α

f(x, z) = |x1|α(zN
n − |x1|α)q + (µ2 + |z|2)

p
2

⩽ ν̃(M(x, z) + 1)

⩽ ν̃

[
1
ν

(
µ2 + 1

β2 |z|2
) p

2
+ 1

]
.

Recalling that q > p, the above inequality is not in force if zN
n → +∞, thus assumption

(3.55) is not valid for f .
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Chapter 4

The Sobolev class where a weak
solution is a local minimizer

In this chapter we consider the following non-autonomous energy integral

Fb (u,Ω) =
∫

Ω
[f (x,Du(x)) + ⟨b(x), u(x)⟩] dx, (4.1)

where Ω ⊂ Rn is a bounded open set, u : Ω → RN , n ⩾ 2 and N ⩾ 1. The function
f : Ω × RN×n → R is measurable with respect to x ∈ Ω ⊂ Rn and it is convex and C1

with respect to z ∈ RN×n. Moreover,

⟨b(x), u⟩ =
N∑

β=1
bβ(x)uβ(x)

represents the scalar product. For 1 < p ⩽ q we assume the (p, q)-growth condition

c1 |z|p − c2 ⩽ f (x, z) ⩽ c3 |z|q + c4 , (4.2)

for some positive constants c1, . . . , c4; we also assume the following summability condition
on b = (bβ)β=1,2,...,N

b ∈ L
p

p−1 (Ω,RN ) . (4.3)
The coercivity condition at the left hand side of (4.2) ensures the existence of global
minimizers u ∈ W 1,p(Ω,RN ) of Fb when suitable boundary values have been fixed.

The main aim of this chapter is to give conditions to rule out the Lavrentiev phe-
nomenon in the general case p ⩽ q. More precisely, under growth conditions on p and q
we propose cases with

inf
{

Fb (v) : v ∈ u+W 1,p
0 (Ω′,RN )

}
= inf

{
Fb (v) : v ∈ u+W 1,q

0 (Ω′,RN )
}
,

for every Ω′ ⋐ Ω, where u is a local minimizer of Fb; see Theorem 4.1.2 for vector-valued
integrals and Theorem 4.2.2 in the scalar case. In order to give some details we start to

71



Chapter 4. The Sobolev class where a weak solution is a local minimizer

consider the standard growth p = q and we remark that, since z 7→ f(x, z) is convex and
C1, growth conditions (4.2) and Lemma 2.1 in [93] imply∣∣∣∣∣ ∂f∂zβ

i

(x, z)
∣∣∣∣∣ ⩽ c5

(
1 + |z|q−1

)
, (4.4)

see also Step 2 of section 2 in [91]. When p = q, (4.4) implies

x 7→ ∂f

∂zβ
i

(x,Du(x)) ∈ L
p

p−1 (Ω); (4.5)

then we can write Euler equation in weak form, which in fact is a system of N differential
equations in divergence form, when we see each equation corresponding to each separate
component of the test vector-valued map φ(x) = (φβ(x))β=1,2,...,N . For every φ ∈
W 1,p

0 (Ω,RN ) we have
∫

Ω

N∑
β=1

n∑
i=1

∂f

∂zβ
i

(x,Du(x))Diφ
β(x) dx+

∫
Ω

N∑
β=1

bβ(x)φβ(x) dx = 0 . (4.6)

Also note that, when u ∈ W 1,p(Ω,RN ) and p = q, then (4.2) implies that x 7→
f(x,Du(x)) ∈ L1(Ω). Moreover the convexity of z 7→ f(x, z) guarantees that, if
u ∈ W 1,p(Ω,RN ), then

u globally minimizes Fb ⇐⇒ u solves Euler equation. (4.7)

The case p < q is more delicate. Indeed, in such a situation, if u ∈ W 1,p(Ω,RN ), (4.5)
changes into

x 7→ ∂f

∂zβ
i

(x,Du(x)) ∈ L
p

q−1 (Ω) . (4.8)

Since p
q−1 <

p
p−1 , then we cannot test (4.6) with φ ∈ W 1,p

0 (Ω,RN ) any longer. On the
contrary, if u ∈ W 1,q

loc (Ω;RN ), then (4.4) implies

x 7→ ∂f

∂zβ
i

(x,Du(x)) ∈ L
q

q−1
loc (Ω) (4.9)

and, being q and q
q−1 conjugate exponents, (4.6) can be tested by any φ ∈ W 1,q(Ω,RN )

with compact support in Ω. In this chapter we use this approach to obtain existence and
regularity of minimizers. In fact the idea is to achieve existence in a Sobolev class by
means of regularity results, precisely by means of the higher integrability for the gradient
Du of solutions of the Euler equation or system. A weak solution of (4.6), with a high
degree of integrability, can be found and such a weak solution turns out to be a local
minimizer of Fb also in a larger Sobolev class. Main steps in the proofs are the results
due by Cupini, Leonetti, Mascolo [46] in the vector-valued case N ⩾ 1 and, in the more
strict scalar case N = 1 but with better exponents, by Marcellini [94, Section 4] and by
Cupini, Marcellini, Mascolo [48].
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Section 4.1: Vectorial case

4.1 Vectorial case
Consider the Dirichlet problem in Ω ⊂ Rn:

n∑
i=1

∂

∂xi
(Aβ

i (x,Du(x))) = bβ(x) in Ω, β = 1, . . . , N

u(x) = ũ(x) on ∂Ω.
(4.10)

The following theorem holds.

Theorem 4.1.1. Let Ω be a bounded open subset of Rn, n ⩾ 2 and Aβ
i : Ω × RN×n →

R, i = 1, . . . , n, β = 1, . . . , N, be continuous with respect to z. We assume that there
exists 0 < α ⩽ 1 and ν, L,H > 0 such that

ν(|z|2 + |z̃|2)
p−2

2 |z − z̃|2 ⩽
N∑

β=1

n∑
i=1

[Aβ
i (x, z) −Aβ

i (x, z̃)][zβ
i − z̃β

i ], z, z̃ ∈ RN×n (4.11)

|Aβ
i (x, z)| ⩽ L(1 + |z|)q−1; (4.12)

N∑
β=1

n∑
i=1

|Aβ
i (x, z) −Aβ

i (x̃, z)| ⩽ H|x− x̃|α(1 + |z|)q−1, x, x̃ ∈ Ω (4.13)

with p and q satisfying
2 ⩽ p ⩽ q < p

(
n+ α

n

)
. (4.14)

Let b be a function in Lp/(p−1)(Ω,RN ). Then for all ũ ∈ W
1,p q−1

p−1 (Ω,RN ) there exists a
weak solution

u ∈ (ũ+W 1,p
0 (Ω,RN )) ∩W 1,s

loc (Ω,RN )

of the Dirichlet problem (4.10), for all q ⩽ s < p
(

n
n−α

)
.

The proof of the Theorem 4.1.1 proceeds basically in the same way as the one of Theorem
1.1 in [46] where b(x) ≡ 0; for the sake of clarity of exposition we postpone the proof at
Section 4.3.
Under the previous assumptions a vector-valued map u ∈ W 1,q

loc (Ω,RN ) is a weak solution
to the system if

∫
Ω

N∑
β=1

n∑
i=1

Aβ
i (x,Du(x))Diφ

β(x) dx+
∫

Ω

N∑
β=1

bβ(x)φβ(x) dx = 0, (4.15)

for all φ ∈ W 1,q(Ω, RN ) with suppφ ⋐ Ω. We focus our attention on growth condition
(4.12). First, we observe that since |Du|q−1 ∈ L

s
q−1
loc we obtain

A(x,Du(x)) ∈ L
s

q−1
loc ,
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Section 4.1: Vectorial case

for s such that q ⩽ s < p
(

n
n−α

)
. The question is now the following: if we assume

φ ∈ W 1,p(Ω,RN ) with suppφ ⋐ Ω, do we have that A(x,Du(x)) ∈ L
p

p−1 (suppφ)? If
q < np−α

n−α the answer is affirmative; indeed in this case it is easy to check that

q <
np− α

n− α
⇒ ∃ s such that q < s < p

(
n

n− α

)
and p

p− 1 <
s

q − 1 .

Moreover, when p ⩽ n
α we have that

np− α

n− α
⩽ p

(
n+ α

n

)
< p

(
n

n− α

)
.

Let us assume q < np−α
n−α , therefore, the weak solution u given by Theorem 4.1.1 satisfies

(4.15) for all φ ∈ W 1,p(Ω, RN ) with suppφ ⋐ Ω. Let us consider functional Fb in (4.1)
under the (p, q)-growth (4.2) and assumption (4.3) on b. We assume that

Aβ
i (x, z) = ∂f

∂zβ
i

(x, z)

satisfies (4.11), (4.12), (4.13), (4.14); we assume also

q <
np− α

n− α
(4.16)

and ũ ∈ W
1,p q−1

p−1 (Ω,RN ). By Theorem 4.1.1 we have that there exists

u ∈ (ũ+W 1,p
0 (Ω,RN )) ∩W 1,s

loc (Ω,RN )

satisfying Euler equation (4.6) of functional Fb, i.e. for every test function φ ∈
W 1,p(Ω,RN ) with suppφ ⋐ Ω.
On the other hand, since z 7→ f(x, z) is convex we have

f(x,Du(x) +Dφ(x)) ⩾ f(x,Du(x)) +
N∑

β=1

n∑
i=1

∂f

∂zβ
i

(x,Du(x))Diφ
β(x).

Consequently by (4.15), for all φ ∈ W 1,p(Ω,RN ) with suppφ ⋐ Ω, we get∫
suppφ

f(x,Du(x) +Dφ(x)) dx ⩾
∫

suppφ
f(x,Du(x)) dx

+
∫

suppφ

N∑
β=1

n∑
i=1

∂f

∂zβ
i

(x,Du(x))Diφ
β(x) dx

=
∫

suppφ

f(x,Du(x)) −
N∑

β=1
bβ(x)φβ(x)

 dx. (4.17)

The information in the last display shows that u is also a local minimizer of the functional
(4.1).

Thus, the following theorem holds true.
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Theorem 4.1.2. Let Ω be a bounded open subset of Rn, n ⩾ 2. Let f : Ω × RN×n → R
be a C1 function with respect to z and f(x, 0) is measurable, such that

c1|z|p − c2 ⩽ f(x, z) ⩽ c3|z|q + c4,

where 0 < c1 ⩽ c3, 0 ⩽ c2, c4. Assume that ∂f

∂zβ
i

(x, z) satisfies (4.11), (4.12) and (4.13) ,

with p and q as in (4.14) and (4.16). Let b be a Lp/(p−1)(Ω,RN ) function, then for all
ũ ∈ W

1,p q−1
p−1 (Ω,RN ) there exists a local minimizer

u ∈ (ũ+W 1,p
0 (Ω,RN )) ∩W 1,s

loc (Ω,RN )

of the functional

Fb(u,Ω) =
∫

Ω

f(x,Du(x)) +
N∑

β=1
bβ(x)uβ(x)

 dx,

for all q ⩽ s < p
(

n
n−α

)
. Moreover, for every Ω′ ⋐ Ω it holds

inf
v∈u+W 1,p

0 (Ω′)
Fb = inf

v∈u+W 1,q
0 (Ω′)

Fb.

Remark 4.1.3. Let us assume that b = 0 and f = f(z) in (4.1); in [66] it is shown that
every local minimizer u ∈ W 1,p

loc (Ω,RN ) enjoys higher integrability: u ∈ W 1,q
loc (Ω,RN ) ∩

W
1, np

n−2
loc (Ω,RN ), provided

2 ⩽ p < q < p+ 2 min
{

1, p
n

}
. (4.18)

When p ⩽ n, the previous restriction becomes

2 ⩽ p < q < p

(
n+ 2
n

)
. (4.19)

On the other hand, the best result in the case f(x, z) is obtained in our assumptions
when α = 1 and (4.14) becomes

2 ⩽ p < q < p

(
n+ 1
n

)
. (4.20)

We remark that the gap between n+1
n and n+2

n is due to the basic difference between
the non autonomous case f(x, z) and the autonomous one f(z). Indeed, as far as
p, q, n, α satisfy p < n < n + α < q, in [67] an example of f(x, z) is given for which a
global minimizer is not in W 1,q

loc (Ω,RN ). Note that such an example is the double phase
functional

f(x, z) = |z|p + a(x)|z|q, (4.21)
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For the double phase functional we refer to M. Colombo - Mingione [42] and M. Colombo
- Mingione - Baroni [11]. For more general structure of the energy function we recall
[8, 23, 28, 40, 41, 44, 57, 58, 63, 68, 81]. The gap between n+1

n and n+2
n shows up when

dealing with the autonomous case Aβ
i (z), f(z) and comparing weak solutions of (4.22)

with minimizers of (4.1): for weak solutions we need

q < p

(
n+ 1
n

)
,

for minimizers we need
q < p

(
n+ 2
n

)
,

see, for instance, the introduction of [96] and Theorems 1.2, 1.3, 1.17 in [13]. In the
scalar case we have

q < p

(
n+ 2
n

)
also for weak solutions too, provided an additional restriction on Ai is assumed: see next
section for details.
Let us remark that the recent work of Shäffner [105] shows that the higher integrability
W 1, np

n−2 for minimizers holds true under the restriction

2 ⩽ p < q < p
n+ 1
n− 1 .

Note that since
n+ 2
n

<
n+ 1
n− 1

then Shäffner’s result improves on bound (4.19). See also [15, 16] and [82].
For details and references on problems with (p, q)-growth we quote the classical starting
results in [93, 94], the well known article by Mingione [102] and the recent surveys
[95, 96, 103]; see also [47, 49, 54, 64, 97].

4.2 Scalar case
Consider the Dirichlet problem

n∑
i=1

∂

∂xi
(Ai(x,Du(x))) = b(x) in Ω

u(x) = ũ(x) on ∂Ω.
(4.22)

In the scalar case N = 1, to solve (4.22) we refer to the existence and regularity results
in Theorem 4.1 in [94] and Theorem 2.1 in [48] that we merge into the following:
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Theorem 4.2.1. Let Ω be a bounded open subset of Rn, n ⩾ 2. Let Ai : Ω × Rn →
R, i = 1, . . . , n, be locally Lipschitz continuous functions in Ω × Rn such that there exist
µ,M > 0 : for a.e. x ∈ Ω and ∀z, z̃ ∈ Rn

µ(1 + |z|2)(p−2)/2|z̃|2 ⩽
n∑

i,j=1
Ai

zj
(x, z)z̃iz̃j ; (4.23)

|Ai
zj

(x, z)| ⩽M(1 + |z|2)(q−2)/2; (4.24)

|Ai
zj

(x, z) −Aj
zi

(x, z)| ⩽M(1 + |z|2)(p+q−4)/4; (4.25)

|Ai
xs

(x, z)| ⩽M(1 + |z|2)(p+q−2)/4, s = 1, . . . , n; (4.26)

|Ai(x, 0)| ⩽M, ∀x ∈ Ω; (4.27)

with p and q such that
p ⩽ q ⩽ p+ 1 and q < p

(
n−1
n−p

)
if 1 < p < 2

p ⩽ q ⩽ p+ 1 and q < p
(

n−1
n−p

)
if n > 4 and 3n

n+2 < p ⩽ n
2

2 ⩽ p ⩽ q < p
(

n+2
n

)
otherwise

 (4.28)

Assume b ∈ Lp/(p−1)(Ω,R) ∩ L∞
loc(Ω,R).

Then for all ũ ∈ W
1,p q−1

p−1 (Ω,R) there exists a weak solution

u ∈ (ũ+W 1,p
0 (Ω,R)) ∩W 1,∞

loc (Ω,R) ∩W 2,2
loc (Ω,R)

of the Dirichlet problem (4.22).

A function u ∈ W 1,q
loc (Ω,R) is a weak solution to the equation when∫

Ω

n∑
i=1

Ai(x,Du(x))Diφ(x) dx+
∫

Ω
b(x)φ(x) dx = 0, (4.29)

for all φ ∈ W 1,q(Ω, R) with suppφ ⋐ Ω.
We show that the weak solution u is also a local minimizer of the functional

F̃b(u,Ω) =
∫

Ω
[f(x,Du(x)) + b(x)u(x)] dx. (4.30)

For this purpose we observe that (4.24)-(4.28) imply that there exists M̃ ∈ (0,+∞) such
that

|Ai(x,Du(x))| ⩽ M̃(1 + |Du(x)|q−1).

Since |Du|q−1 ∈ L∞
loc we get A(x,Du(x)) ∈ L∞

loc. Therefore: if φ ∈ W 1,p(Ω,R) with
suppφ ⋐ Ω we have that

A(x,Du(x)) ∈ L
p

p−1 (suppφ).
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Hence we can repeat the same argument as above and obtain (4.29) for all φ ∈ W 1,p(Ω,R)
with suppφ ⋐ Ω.
Now we consider the functional (4.30), where f satisfies (4.2) and f(x, z) is C2 with
respect to z. We assume that

b ∈ Lp/(p−1)(Ω,R) ∩ L∞
loc(Ω,R).

Moreover,
Ai(x, z) = ∂f

∂zi
(x, z)

is locally Lipschitz continuous in Ω × Rn and satisfies (4.23)-(4.27), with p, q, n as in
(4.28). We observe that (4.23) implies the convexity of z 7→ f(x, z).
For a fixed boundary value ũ ∈ W

1,p q−1
p−1 (Ω,RN ), by Theorem 4.2.1 there exists

u ∈ (ũ+W 1,p
0 (Ω,R)) ∩W 1,∞

loc (Ω,R) ∩W 2,2
loc (Ω,R)

verifying (4.29). By (4.29) we have now for the scalar case∫
suppφ

f(x,Du(x) +Dφ(x)) dx ⩾
∫

suppφ
[f(x,Du(x)) − b(x)φ(x)] dx,

for all φ ∈ W 1,p(Ω,R) with suppφ ⋐ Ω. Then we have just obtained that u ∈
(ũ+W 1,p

0 (Ω,R)) ∩W 1,∞
loc (Ω,R) ∩W 2,2

loc (Ω,R) is a local minimizer of the functional (4.30).

Thus we have proved the following theorem.

Theorem 4.2.2. Let Ω be a bounded open subset of Rn, n ⩾ 2. Let f : Ω × Rn → R,
f(x, 0) is measurable and such that

c1|z|p − c2 ⩽ f(x, z) ⩽ c3|z|q + c4,

where 0 < c1 ⩽ c3, 0 ⩽ c2, c4. Moreover, f(x, z) is C2 with respect to z. Assume that
Ai = ∂f

∂zi is locally Lipschitz continuous in Ω × Rn and satisfies (4.23)-(4.27), with p, q, n
as in (4.28) of Theorem 4.2.1.
Let b be a Lp/(p−1)(Ω,R) ∩ L∞

loc(Ω,R) function. Then for all ũ ∈ W
1,p q−1

p−1 (Ω,R) there
exists a local minimizer

u ∈ (ũ+W 1,p
0 (Ω,R)) ∩W 1,∞

loc (Ω,R) ∩W 2,2
loc (Ω,R)

of the functional
F̃b(u,Ω) =

∫
Ω

[f(x,Du(x)) + b(x)u(x)] dx

and for every Ω′ ⋐ Ω it holds

inf
v∈u+W 1,p

0 (Ω′)
F̃b = inf

v∈u+W 1,∞
0 (Ω′)

F̃b.

Remark 4.2.3. The relation between minimizer and weak solution of the Euler equation
has been studied in [33, 34], for N ⩾ 1 when f = f(z) and in [19], for N = 1 when
f = f(x, u, z) and u is locally bounded.
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4.3 Proof of Theorem 4.1.1
This section is devoted to the proof of Theorem 4.1.1. We start recalling that u ∈
(ũ+W 1,p

0 (Ω,RN )) ∩W 1,q
loc (Ω,RN ) is a weak solution of (4.10) if

∫
Ω

N∑
β=1

n∑
i=1

Aβ
i (x,Du(x))Diφ

β(x) dx+
∫

Ω

N∑
β=1

bβ(x)φβ(x) dx = 0,

for all φ ∈ W 1,q(Ω,RN ) with suppφ ⋐ Ω. We observe that (4.11) and (4.12) imply that
there exist L, L̃ such that

ν

2 |z|p − L ⩽
N∑

β=1

n∑
i=1

Aβ
i (x, z)zβ

i ⩽ L̃(1 + |z|)q. (4.31)

As in [46] we consider the following approximation of Aβ
i :

Aβ
ε,i(z) := Aβ

i (z) + ε|z|q−2zβ
i , (4.32)

where ε ∈ (0, 1), Aβ
ε,i : Ω ×RN×n → R satisfies

N∑
β=1

n∑
i=1

Aβ
ε,i(x, z)z

β
i ⩾ ε|z|q − λ; (4.33)

|Aβ
ε,i(x, z)| ⩽ (1 +M)(1 + |z|)q−1; (4.34)

ν(|z|2 + |z̃|2)
p−2

2 |z − z̃|2 ⩽
N∑

β=1

n∑
i=1

[Aβ
ε,i −Aβ

ε,i(x, z̃)][z
β
i − z̃β

i ]. (4.35)

Let us consider the following approximation of the system in (4.10)
n∑

i=1

∂

∂xi
(Aβ

ε,i(x,Du(x))) = bβ, (4.36)

by the classical theory of monotone operators, see [87], there exists an unique uε ∈
ũ+W 1,q

0 (Ω,RN ) such that

∫
Ω

N∑
β=1

n∑
i=1

Aβ
ε,i(x,Duε(x))Diφ

β(x) dx+
∫

Ω

N∑
β=1

bβ(x)φβ(x) dx = 0. (4.37)

Now we show an estimate for the Lp norms of Duε.

79



Section 4.3: Proof of Theorem 4.1.1

Proposition 4.3.1. Assume (4.11) and (4.12). Let uε ∈ ũ + W 1,q
0 (Ω,RN ), with ũ ∈

W
1,p q−1

p−1 (Ω,RN ), be a solution of (4.37) for every ε ∈ (0, 1). Then there exist positive
constants c1 and c2 = c2(p, n,Ω), independent of ε, such that

∫
Ω

|Duε(x)|p dx ⩽

c1c2
∑

β

(∫
Ω

|bβ(x)|
p

p−1 dx

) p−1
p


p

p−1

+ p

p− 1

c1c2
∑

β

(∫
Ω

|bβ|
p

p−1 dx

) p−1
p
(∫

Ω
|Dũ|p dx

) 1
p

+ c1

∫
Ω

(1 + |Dũ(x)|)p q−1
p−1 dx

. (4.38)

Proof. Let φ = uε − ũ, then (4.37) reads as

∫
Ω

N∑
β=1

n∑
i=1

Aβ
ε,i(x,Duε(x))Di(uβ

ε − ũβ)(x) dx+
∫

Ω

N∑
β=1

bβ(x)(uβ
ε − ũβ)(x) dx = 0.

Let us denote B := ∑
β

(∫
Ω |bβ(x)|

p
p−1 dx

) p−1
p , with the choice of ξ = Duε and η = Dũ

Lemma 2.1.9 implies that there exists c1 > 0 such that

∫
Ω

|Duε(x)|p dx ⩽ c1

∫
Ω

∑
β,i

Aβ
ε,i(x,Duε)Di(uβ

ε − ũβ) + (1 + |Dũ(x)|)p q−1
p−1

 dx

(4.37)= c1

∫
Ω

−
∑

β

bβ(x)(uβ
ε − ũβ)(x) + (1 + |Dũ(x)|)p q−1

p−1

 dx

⩽ c1

∑
β

(∫
Ω

|bβ(x)|
p

p−1 dx

) p−1
p
(∫

Ω
|uβ

ε (x) − ũβ(x)|p dx
) 1

p

+
∫

Ω
(1 + |Dũ(x)|)p q−1

p−1 dx

 (Hölder inequality)

⩽ c1

∑
β

(∫
Ω

|bβ|
p

p−1 dx

) p−1
p

c2

(∫
Ω

|Duβ
ε −Dũβ|p dx

) 1
p

+
∫

Ω
(1 + |Dũ(x)|)p q−1

p−1 dx

 (Poincaré inequality)
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⩽ c1

Bc2

[(∫
Ω

|Duε(x)|p dx
) 1

p

+
(∫

Ω
|Dũ(x)|p dx

) 1
p

]

+
∫

Ω
(1 + |Dũ(x)|)p q−1

p−1 dx


⩽

1
p

∫
Ω

|Duε|p dx+ p− 1
p

(c1c2B)
p

p−1 + c1c2B

(∫
Ω

|Dũ|p dx
) 1

p

+ c1

∫
Ω

(1 + |Dũ(x)|)p q−1
p−1 dx, (Young inequality)

where c2 = c2(p, n,Ω). Then
(

1 − 1
p

)∫
Ω

|Duε(x)|p dx ⩽
p− 1
p

(c1c2B)
p

p−1 + c1c2B

(∫
Ω

|Dũ(x)|p dx
) 1

p

+ c1

∫
Ω

(1 + |Dũ(x)|)p q−1
p−1 dx.

Remark 4.3.2. We observe that∫
Ω

|Duε(x) −Dũ(x)|p dx ⩽ 2p−1
∫

Ω
(|Duε(x)|p + |Dũ(x)|p) dx,

then (4.38) implies that
||uε − ũ||

W 1,p
0 (Ω) ⩽ c,

with c independent of ε.

Let us now prove that the Ls norms of Duε are boundend with respect to ε, for every
s ∈

[
q, p n

n−α

)
.

Proposition 4.3.3. Assume (4.11),(4.12) and (4.13). Let uε ∈ ũ+W 1,q
0 (Ω,RN ), with

ũ ∈ W
1,p q−1

p−1 (Ω,RN ), be a solution of (4.37) for every ε ∈ (0, 1). Then for all s ∈[
q, p n

n−α

)
there exist σ1, σ2, τ > 0, independent of ε, such that for all BR ⋐ Ω, R ∈ (0, 1],

and for all ρ < R∫
Bρ

|Duε(x)|s dx ⩽
c̃1

(R− ρ)τ

{(∫
BR

(1 + |Duε(x)|)p dx

)σ1

+
(∫

BR

|b(x)|p/(p−1) dx
)σ2
}

+ c̃2R
n, (4.39)

where c̃1, c̃2 are positive constants independent of ε.
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Proof. From now on we write u in place of uε. Let us start considering ρ ⩽ r < d ⩽ R
and defining η ∈ C∞

c (Ω,RN ) such that suppη ⊂ B d+r
2

, η ≡ 1 in Br and |Dη| ⩽ 4
d−r . Let

φ = τs,−h(η2τs,hu), where |h| < d−r
2 . Then (4.37) reads as

I + II + III =
∑
β,i

∫
Ω
η2τs,h(Aβ

ε,i(x,Du(x)))τs,hDiu
β(x) dx+

∑
β

∫
Ω
bβ(x)φβ(x) dx

+
∑
β,i

∫
Ω
τs,h(Aβ

ε,i(x,Du(x)))2ηDiητs,hu
β(x) dx = 0. (4.40)

We divide the proof into five steps.

Step 1: for positive costants c̃2 and c̃3 independent of ε the following estimate is valid

∫
Bd

η2|τs,h(|Du|2)
p−2

4 Du|2 dx ⩽
[

c̃2
(d− r)p

∫
Bd

(1 + |Du|)q dx+ c̃3B
p

p−1

]
|h|α.

We start observing that

I =
∑
β,i

∫
Ω
η2[Aβ

ε,i(x+ hes, Du(x+ hes)) −Aβ
ε,i(x,Du(x+ hes))]τs,hDiu

β dx

+
∑
β,i

∫
Ω
η2[Aβ

ε,i(x,Du(x+ hes)) −Aβ
ε,i(x,Du(x))]τs,hDiu

β dx

= I1 + I2

Now we study II :

|II| ⩽
∑

β

∫
Ω

|bβ(x)||φβ(x)| dx

⩽
∑

β

(∫
BR

|bβ(x)|
p

p−1 dx

) p−1
p
(∫

Bd

|τs,−h(η2τs,hu(x))|p dx
) 1

p

(Hölder inequality)

⩽ B|h|

∫
B r+d

2

|Ds(η2τs,hu(x))|p dx

 1
p

(Lemma 2.1.2 )

= B|h|

∫
B r+d

2

|2ηDsητs,hu(x) + η2τs,hDsu(x)|p dx

 1
p

⩽ B|h|


∫

B r+d
2

|2ηDsητs,hu|p dx

 1
p

+

∫
B r+d

2

|η2τs,hDsu|p dx

 1
p

 . (4.41)
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Now let us study the right hand side of the above inequality; we start with the first term

B|h|

∫
B r+d

2

|2ηDsητs,hu(x)|p dx

 1
p

⩽ B|h| 8
d− r

∫
B r+d

2

|τs,hu(x)|p dx

 1
p

⩽ B|h|2 8
d− r

(∫
Bd

|Dsu(x)|p dx
) 1

p

(Lemma 2.1.2)

⩽
1
p

( 8
d− r

)p

|h|p
∫

Bd

|Dsu(x)|p dx

+ p− 1
p

(B|h|)
p

p−1 (Young inequality)

⩽
1
p

( 8
d− r

)p ∫
Bd

(1 + |Du(x)|)q dx|h|α

+ p− 1
p

(B|h|)
p

p−1 .

As far as the second term of the right hand side of (4.41) is concerned, we observe that
by Young inequality

B|h|

∫
B r+d

2

|η2τs,hDsu(x)|p dx

 1
p

⩽
δ

p

∫
B r+d

2

|τs,hDsu(x)|pη2p dx

+p− 1
p

δ
− 1

p−1B
p

p−1 |h|
p

p−1

⩽ 2
p−2

2
δ

p

∫
B r+d

2

|τs,hDu(x)|2
[
|Du(x+ hes)|2 + |Du(x)|2

] p−2
2 η2 dx

+p− 1
p

δ
− 1

p−1B
p

p−1 |h|
p

p−1 ,

for every δ > 0. Now let us study III, by (4.34)

|III| ⩽ c̃

∫
Ω
η|Dη|(1 + |Du(x)| + |Du(x+ hes)|)q−1|τs,hu(x)| dx

⩽
c̃

d− r

∫
B r+d

2

(1 + |Du| + |Du(x+ hes)|)q dx


q−1

q
∫

B r+d
2

|τs,hu|q dx

 1
q

⩽
c̃

d− r

∫
Bd

(1 + |Du(x)|)q dx |h|α, (Lemma 2.1.2)

where we have used the fact that |h| < 1. As far as I2 is concerned, we observe that by
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the Hölder continuity of A(·, z) in (4.13)

|I2| ⩽ c̃

∫
Ω
η2(1 + |Du(x+ hes)|)q−1|τs,hDu(x)| dx |h|α

⩽ c̃

∫
B d+r

2

(1 + |Du(x)| + |Du(x+ hes)|)q dx |h|α

⩽ c̃

∫
Bd

(1 + |Du(x)|)q dx |h|α,

we point out that the costant c̃ does not depend on ε. By (4.35) we estimate I1 in the
following way

I1 ⩾ ν

∫
B r+d

2

|τs,hDu(x)|2
[
|Du(x+ hes)|2 + |Du(x)|2

] p−2
2 η2 dx.

Now we observe that I1 = −II − III − I2, then for δ = pν

2
p
2

we get

ν

2

∫
B r+d

2

|τs,hDu(x)|2
[
|Du(x+ hes)|2 + |Du(x)|2

] p−2
2 η2 dx

⩽
p− 1
p

[
1 +

(
pν

2
p
2

)− 1
p−1
]

(B|h|)
p

p−1 + 1
p

( 8
d− r

)p ∫
Bd

(1 + |Du(x)|)q dx |h|α

+ c̃

d− r

∫
Bd

(1 + |Du(x)|)q dx |h|α + c̃

∫
Bd

(1 + |Du(x)|)q dx |h|α.

Now by Lemma 2.1.5 we get that the left hand side of the above inequality is greater
than

c̃1

∫
Bd

η2|τs,h(|Du(x)|2)
p−2

4 Du(x)|2 dx,

for a suitable positive constant c̃1 independent of ε. With some easy extra calculation we
get ∫

B r+d
2

η2|τs,h(|Du|2)
p−2

4 Du|2 dx ⩽
[

c̃2
(d− r)p

∫
Bd

(1 + |Du|)q dx+ c̃3B
p

p−1

]
|h|α,

where c̃2 and c̃3 are positive and independent of ε.

Step 2: we claim that |Du| ∈ Lqδ
loc(Ω), where δ = pn

q(n−θ) and θ ∈ (0, α)

We observe that since q
p < n+α

n we can choose θ ∈ (0, α) such that q
p < n+θ

n , this
choice is possible if 0 ⩽ n

(
q
p − 1

)
< θ < α. Moreover, we note that p < qδ < p n

n−α . Now
we fix BR ⋐ Ω with ρ ⩽ r < d ⩽ R ⩽ 1. By Step 1 and Lemma 2.1.4, applied with b = θ

2 ,

84



Section 4.3: Proof of Theorem 4.1.1

we have |Du|
p
2 ∈ L

2n
n−θ (Br) and

|| |Du|
p
2 ||

L
2n

n−θ (Br)
⩽

c̃4
(d− r)2+θ+α

{
1

(d− r)
p
2

(∫
Bd

(1 + |Du|)q dx

) 1
2

+B
p

2(p−1)

+
(∫

Bd

|Du|p dx
) 1

2
}

= 2c̃4
(d− r)2+θ+α+p/2

(∫
Bd

(1 + |Du|)q dx+B
p

p−1

) 1
2
,

for a suitable positive constant c̃4 independent of ε. For β =
(
2 + θ + α+ p

2
) 2n

n−θ we get

∫
Br

|Du(x)|qδ dx ⩽
c̃5

(d− r)β

(∫
Bd

(1 + |Du|)q dx+B
p

p−1

) qδ
p

, (4.42)

with c̃5 independent of ε. Since r and d are arbitrary we get the claim.

If p = q then we go to Step 5. If p < q we need Step 3 and Step 4.

Step 3: we prove that there exist positive constants t, σ, c̃6 independent of ε, satisfy-
ing qδ

p < t ⩽ qδ−p
q−p , σ ∈ (0, 1), such that

∫
Br

|Du(x)|qδ dx ⩽
c̃6

(d− r)
β

1−σ

(∫
Bd

(1 + |Du(x)|)p dx

)σ(t−1)
1−σ

+ 1
2

∫
Bd

|Du(x)|qδ dx+ c̃5B
qδ

p−1

(d− r)β
+ c̃6R

n. (4.43)

First of all we observe that since q
p <

n+θ
n then qδ

p < qδ−p
q−p , moreover t ∈

(
qδ
p ,

qδ−p
q−p

]
implies

1 < qδ

p
< t, p ⩾ q

t− δ

t− 1 . (4.44)

Now by Hölder inequality we get
(∫

Bd

(1 + |Du(x)|)q dx

) qδ
p

=
(∫

Bd

(1 + |Du(x)|)
qδ
t (1 + |Du(x)|)q(1− δ

t ) dx
) qδ

p

=
(∫

Bd

(1 + |Du(x)|)qδ dx

) qδ
pt
(∫

Bd

(1 + |Du(x)|)q t−δ
t−1 dx

) qδ(t−1)
pt

.
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Then for σ = qδ
pt and b = t−δ

t−1 the above inequality and (4.42) imply∫
Br

|Du(x)|qδ dx ⩽
c̃5

(d− r)β

(∫
Bd

(1 + |Du(x)|)qδ dx

)σ

×
(∫

Bd

(1 + |Du(x)|)qb dx

)σ(t−1)
+ c̃5B

qδ
p−1

(d− r)β

⩽
c̃6

(d− r)
β

1−σ

(∫
Bd

(1 + |Du(x)|)qb dx

)σ(t−1)
1−σ

+ 1
2qδ

∫
Bd

(1 + |Du(x)|)qδ dx+ c̃5B
qδ

p−1

(d− r)β
(Young inequality)

⩽
c̃6

(d− r)
β

1−σ

(∫
Bd

(1 + |Du(x)|)p dx

)σ(t−1)
1−σ

+ 1
2

∫
Bd

|Du(x)|qδ dx+ c̃5B
qδ

p−1

(d− r)β
+ c̃6R

n,

where we have used the fact that (|x| + |y|)qδ ⩽ 2qδ−1(|x|qδ + |y|qδ). We point out that
by Step 2 and (4.44) the right hand side is finite.

Step 4:

Now we use Lemma 2.1.8 with Z(r) =
∫

Br
|Du(x)|qδ dx, then (4.43) implies

∫
Bρ

|Du(x)|qδ dx ⩽
c̃7

(R− ρ)
β

1−σ

(∫
BR

(1 + |Du|)p dx

)σ(t−1)
1−σ

+ c̃7B
qδ

p−1

(R− ρ)β
+ c̃7R

n,

for some positive constant c̃7 independent of ε.

Step 5:

We observe that since θ is any number in
(
n
(

q
p − 1

)
, α
)

then s = qδ can be any
number in

(
p2

2p−q , p
n

n−α

)
. We note also that q ⩽ p2

2p−q . When p < q, looking at Step 4 we
see that estimate (4.39) works when s belongs to

(
p2

2p−q , p
n

n−α

)
. Instead if s ∈

[
q, p2

2p−q

]
then (4.39) is obtained by means of Hölder inequality. When p = q we look at (4.42).

Now we are ready to prove Theorem 4.1.1.

Proof of Theorem 4.1.1. For all ε ∈ (0, 1) let us consider the operator Aε,i defined in
(4.32) and let uε ∈ ũ+W 1,q

0 (Ω,RN ) be the solution of (4.37) for all φ ∈ W 1,q
0 (Ω,RN ).
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We divide the proof in three steps.

Step 1: there exists u0 ∈ ũ + W 1,p
0 (Ω,RN ) such that, up to subsequences, Duε → Du0

strongly in Lp
loc(Ω)

By Remark 4.3.1 the W 1,p
0 (Ω) norm of uε − ũ is bounded with respect to ε. Propo-

sition 4.3.3 and estimate (4.38) imply that, once fixed Ω′ ⋐ Ω, Duε is bounded in
Lq(Ω′,RN×n), uniformly with respect to ε. Then there exists u0 ∈ ũ+W 1,p

0 (Ω,RN ) such
that Du0 ∈ Lq

loc(Ω,RN×n) and

uε − ũ → u0 − ũ weakly in W 1,p
0 (Ω,RN )

Duε → Du0 weakly in Lq
loc(Ω,R

N×n)

up to subsequences. Moreover, since q < p
(

n+α
n

)
the Rellich theorem implies that

uε → u0 in Lq
loc(Ω,RN ). Now let us consider the test function φ = (uε − u0)η, where

η ∈ C∞
c (Ω,RN ). By (4.37)∫

Ω

∑
β,i

Aβ
ε,i(x,Duε)Di(uβ

ε − uβ
0 )η dx = −

∫
Ω

∑
β,i

Aβ
ε,i(x,Duε)(uβ

ε − uβ
0 )Diη

β dx

−
∫

Ω

∑
β

bβ(x)φβ(x) dx

⩽ (M + 1)
∫

Ω
(1 + |Duε|)q−1|uε − u0||Dη| dx

+
∑

β

∫
Ω

|bβφβ| dx. (4.45)

We observe that by (4.35)

2
p−2

2

ν

∑
β,i

[Aβ
ε,i(x,Duε) −Aβ

ε,i(x,Du0)]Di[uβ
ε − uβ

0 ] ⩾ 2
p−2

2 (|Duε|2 + |Du0|2)
p−2

2

× |Duε −Du0|2

⩾ (|Duε −Du0|2)
p−2

2 |Duε −Du0|2

= |Duε −Du0|p.
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Thus (4.45) and the definition of Aβ
ε,i imply

2
2−p

2 ν

∫
Ω

|Duε −Du0|pη dx ⩽
∑
β,i

[Aβ
ε,i(x,Duε) −Aβ

ε,i(x,Du0)]Di[uβ
ε − uβ

0 ]η dx

=
∫

Ω

∑
β,i

Aβ
ε,i(x,Duε)Di(uβ

ε − u0)η dx

−
∫

Ω

∑
β,i

Aβ
i (x,Du0)Di(uβ

ε − uβ
0 )η dx

− ε

∫
Ω

∑
β,i

|Diu
β
0 |q−2Diu

β
0Di(uβ

ε − uβ
0 )η dx

⩽ (M + 1)
∫

Ω
(1 + |Duε|)q−1|uε − u0||Dη| dx

+
∫

Ω
|b(x)||uε − u0||η| dx

−
∫

Ω

∑
β,i

Aβ
i (x,Du0)Di(uβ

ε − uβ
0 )η dx

− ε

∫
Ω

∑
β,i

|Diu
β
0 |q−2Diu

β
0Di(uβ

ε − uβ
0 )η dx.

Hence for ε → 0 the right hand side of the above inequality goes to 0, then

Duε → Du0 in Lp
loc(Ω). (4.46)

Step 2: up to subsequences Aβ
ε,i(x,Duε) → Aβ

i (x,Du0) in L1
loc(Ω)

For all Ω′ ⋐ Ω, adding and subtracting Aβ
i (x,Duε), we get∫

Ω′
|Aβ

ε,i(x,Duε) −Aβ
i (x,Du0)| dx ⩽

∫
Ω′

|Aβ
i (x,Duε) −Aβ

i (x,Du0)| dx

+
∫

Ω′
ε|Duε|q−1 dx. (4.47)

We observe that since Duε in uniformly bounded in Lq(Ω′) the second term at the right
hand side of (4.47) goes to zero. Now, let us show that the first term in the right hand
side of (4.47) goes to zero. For this purpose we consider the following functions

fε(x) := |Aβ
i (x,Duε) −Aβ

i (x,Du0)|,

gε(x) := M{(1 + |Duε(x)|)q−1 + (1 + |Du0(x)|)q−1}

and
g0(x) := 2M(1 + |Du0(x)|)q−1.

Now, by (4.12) we get that fε(x) ⩽ gε(x) for a.e. x ∈ Ω. Moreover, by Step 1 gε → g0
and, by (4.46) and q ⩽ p + 1,

∫
Ω′ gε dx →

∫
Ω′ g0 dx for ε → 0. We conclude by the
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generalized Lebesgue convergence theorem.

Step 3: u0 is a weak solution of (4.15)

By (4.37) and Step 2 we get

∫
Ω

N∑
β=1

n∑
i=1

Aβ
i (x,Du0(x))Diφ

β(x) dx+
∫

Ω

N∑
β=1

bβ(x)φβ(x) dx

= lim
ε→0

∫
Ω

N∑
β=1

n∑
i=1

Aβ
ε,i(x,Duε(x))Diφ

β(x) dx+
∫

Ω

N∑
β=1

bβ(x)φβ(x) dx

= 0

for all φ ∈ C1
0 (Ω,RN ). Since Aβ

i (x,Du0(x)) and bβ(x) are in L
q

q−1
loc (Ω), then we get (4.15),

with u = u0, for every φ ∈ W 1,q(Ω,RN ) with suppφ ⋐ Ω. Namely, u0 is a weak solution
of (4.15).
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Chapter 5

Absence and presence of
Lavrentiev phenomenon for double
phase functionals for every choice
of exponents

In this chapter we study classes of weights ensuring the absence and presence of the
Lavrentiev phenomenon for double phase functionals upon every choice of exponents. We
introduce a new sharp scale for weights for which there is no Lavrentiev phenomenon up
to a counterexample we provide. This scale embraces the sharp range for α-Hölder contin-
uous weights. Moreover, it allows excluding the gap for every choice of exponents q, p > 1.

We consider the double-phase functional

P(u) =
∫

Ω
(|Du(x)|p + a(x)|Du(x)|q) dx , (5.1)

where Ω ⊂ Rn is a bounded open set, n > 1, 1 ⩽ p, q < ∞ and weight a : Ω → [0,+∞) is
bounded. The functional is designed to model the transition between the region where the
gradient is integrable with p-th power and the region where it has the higher integrability
with q-th power. Therefore, we are interested only in the situation when p < q and a
vanishes on some subset of Ω, but a ̸≡ 0. The double phase P and various kinds of its
minimizers have been studied since [93, 107], continued in a vast range of contributions
including [12, 14, 42, 43, 53, 67, 68, 79] with sharpness discussed in [8, 67, 71, 106, 107].
More recent developments in this matter may be found in [7, 9, 24, 27, 32, 58, 84].

Let us recall the energy space W

W (Ω,R) =
{
u ∈ W 1,1

0 (Ω,R) :
∫

Ω
M(x, |Du(x)|) dx < ∞

}
,

where
M(x, t) = tp + a(x)tq.
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Chapter 5. Absence of Lavrentiev phenomenon for double phase functionals

It is known that if a ∈ C0,α(Ω), with α ∈ (0, 1] then for

1 ⩽ p < q ⩽ p+ α

there is no Lavrentiev phenomenon between the spaces

X = u0 +W (Ω,R) and Y = u0 + C∞
c (Ω,R),

where u0 ∈ W (Ω,R), see [23, 28]. Our main focus is to extend the gap between p and q
defining a new class for the weight a. In other words, we want to say that if a ∈ Zκ, for
κ ∈ (0,+∞), and p and q are in the following relation

1 ⩽ p < q ⩽ p+ κ (5.2)

then
inf

u∈X
P(u) = inf

u∈Y
P(u).

The definition of Zκ reads as follows.

Definition 5.0.1 (Class Zκ(Ω)). Let Ω ⊂ Rn, n ⩾ 1. A function a : Ω → [0,+∞)
belongs to Zκ(Ω), for κ ∈ (0,+∞), if there exists a positive constant C such that

a(x) ⩽ C (a(y) + |x− y|κ) (5.3)

for all x, y ∈ Ω.

Of course, α-Hölder continuous functions for α ∈ (0, 1] belong to Zα, but Zκ with
κ ∈ (0,+∞) is an essentially broader class of functions. To provide better understanding
of this new scale, we set down its main properties.

Remark 5.0.2 (Basic properties of Zκ(Ω)). If Ω ⊂ Rn is an open set, then the following
holds.

1. Let κ ∈ (0, 1], then a ∈ Zκ(Ω) if and only if there exists ã ∈ C0,κ(Ω), such that a
is comparable to ã; i.e., there exists a positive constant c such that ã ⩽ a ⩽ cã.

2. Let κ, β ∈ (0,+∞), then a ∈ Zκ(Ω) if and only if aβ ∈ Zβκ(Ω).

3. Let κ ∈ (0,+∞), then a ∈ Zκ(Ω) if and only if there exists ã comparable to a such
that ã 1

κ is Lipschitz.

4. Suppose Ω is bounded, then 0 < κ1 ⩽ κ2 if and only if Zκ2(Ω) ⊂ Zκ1(Ω).

Let us prove these assertions.

Assertion 1. Let us assume at first that ã ∈ C0,κ and a is such that ã ⩽ a ⩽ cã.
Then, for every x, y ∈ Ω it holds that

a(x) ⩽ cã(x) ⩽ c(ã(y) + [ã]0,κ|x− y|κ) ⩽ c(1 + [ã]0,κ)(a(y) + |x− y|κ) ,
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Chapter 5. Absence of Lavrentiev phenomenon for double phase functionals

which means that a ∈ Zκ(Ω). This proves one implication of the assertion.
Let us now take any a ∈ Zκ(Ω), κ ∈ (0, 1]. Let us define functions ãy, for every y ∈ Ω,
and function ã, by

ãy(x) := a(y) + |x− y|κ and ã(x) := inf
y∈Ω

ãy(x) .

Note that as a ⩾ 0, we have that ãy ⩾ 0 for every y ∈ Ω and it follows that ã is
finite-valued. By a ∈ Zκ(Ω) and the definition of the function ã, we have

ã(x) ⩽ ãx(x) = a(x) ⩽ Cã(x),

for every x ∈ Ω, which means that a is comparable to ã. It remains to prove that
ã ∈ C0,κ. Note that for a fixed y ∈ Ω, function ãy is a translation of the function | · |κ,
and therefore every ãy belongs to C0,κ with [ãy]0,κ = 1. Let us now take any x, y ∈ Ω
and assume without loss of generality that ã(x) ⩾ ã(y). For any ϵ > 0, we take yϵ such
that ãyϵ(y) − ã(y) < ϵ. It holds that

ã(x) − ã(y) ⩽ ãyϵ(x) − ã(y) ⩽ ãyϵ(x) − ãyϵ(y) + ϵ ⩽ |x− y|κ + ϵ ,

where the first inequality follows from the definition of ã, and in the last inequality we
used Hölder continuity of ãyϵ . As ϵ > 0 is arbitrary and the role of x and y is symmetric,
we have |ã(x) − ã(y)| ⩽ |x− y|κ, which proves that ã ∈ C0,κ. This ends the proof of the
assertion.
Assertion 2. For any β > 0 there exists a constant c > 0 such that for every s, t ⩾ 0 it
holds that (t+ s)β ⩽ c(tβ + sβ). If a ∈ Zκ, κ > 0, then for some C > 0 we have

aβ(x) ⩽ Cβ(a(y) + |x− y|κ)β ⩽ Cc(a(y)β + |x− y|βκ) ,

for any x, y ∈ Ω, which means that aβ ∈ Zβκ. The first implication of the assertion is
proven, the reverse one follows using the same argument.
Assertion 3. By assertion 2 we know that a ∈ Zκ(Ω) if and only if a 1

κ ∈ Z1(Ω). This, by
assertion 1, is equivalent to the existence of b̃ of Lipschitz type and comparable to a 1

κ .
Putting ã = (b̃)κ completes the proof.
Assertion 4. If 0 < κ1 ⩽ κ2, we take any a ∈ Zκ2(Ω). As Ω is bounded for every
x, y ∈ Ω it holds that |x− y| ⩽ diam Ω, and therefore |x− y|κ2 ⩽ (diam Ω)κ2−κ1 |x− y|κ1 .
Therefore, for some constant C > 0 we have

a(x) ⩽ C(a(y) + |x− y|κ2) ⩽ C max
{
1, (diam Ω)κ2−κ1

}
(a(y) + |x− y|κ1) ,

which implies that a ∈ Zκ1(Ω). For the vice versa, we assume that 0 < κ2 < κ1. Then,
we observe that |x− x0|κ2 ∈ Zκ2 \ Zκ1 , with x0 ∈ Ω. Indeed, in the view of assertion 3,
there does not exist a Lipschitz function comparable with |x− x0|

κ2
κ1 .

2
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The first point of Remark 5.0.2 says that for κ ∈ (0, 1], class Zκ(Ω) is similar to Hölder
continuity, but it is actually requiring admissible decay rate near regions where a vanishes.
The second point of the remark allows extending this intuition to κ > 1, as we can
look at some power of a. In particular, according to the third point, the κ-th roots of
functions in Zκ are comparable to Lipschitz continuous functions. We show examples of
functions in Zκ on an interval for large and small values of parameter κ on Figure 5.1.
In both of these cases there is no reason for the smoothness or the continuity of functions
from Zκ. The controlled property is the rate of decay in the transition region, which is
comparable to a power function with an exponent κ.

Figure 5.1: Solid line represents an example of a1 ∈ Zκ1 for κ1 ∈ (0, 1), while dot-dashed
line a2 ∈ Zκ2 for κ2 > 1. We stress that a2 ∈ Zκ2 ⊂ Zκ1 .

We observe that in order to ensure the absence of the Lavrentiev gap for any q and
p one can take a weight a decaying like e−1/t2 that is faster than any polynomial. In
particular, for every κ ∈ (0,+∞), we have that the function x 7→ |x|κ belongs to Zκ(Rn).

We also show that if
1 < p < n < n+ κ < q

there exist a domain, a boundary condition, and weight a ∈ Zκ for which the infima of
P differ, see Section 5.2. The method is inspired by the two-dimensional checkerboard
constructions of Zhikov [107] and its extension in [67]. In detail, we modify a weight
a ∈ C0,α from [67] to allow a

1
κ being comparable to a Lipschitz function, so that a ∈ Zκ.

The present chapter is divided into three section. We start proving the absence of
Lavrentiev phenomenon for (5.1). Then we pass to exhibit the counterexample in Section
5.2. In this part we also show how the smoothness of the weight does not help increasing
the gap between p and q.
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Section 5.1: Approximation and absence of Lavrentiev phenomenon

5.1 Approximation and absence of Lavrentiev phenomenon
In this section we prove the absence of Lavrentiev phenomenon. Let us briefly summarize
the methods. We first establish the density of smooth functions with compact support
in the energy space W . To this purpose we make use of the convolution with shrinking,
explained in preliminaries 2.2, in order to construct a sequence {Sδφ}δ ∈ C∞

c . At this
point the goal consist in showing that the family{

|D(Sδφ)(x))|p + a(x)|D(Sδφ)(x))|q
}

δ

is uniformly integrable. The proof proceeds basically as the one of [23, Theorem 2], but
(5.7) highlights that there is no reason for p and q to be close if only one can adjust
the decay of the weight to compensate it. The absence of the Lavrentiev phenomenon,
stated in Theorem 5.1.3, is a consequence of the density of smooth functions via the
ideas inspired by [23, 28] applying the Vitali convergence theorem. We simultaneously
show that if u ∈ W ∩ C0,γ , γ ∈ (0, 1], we can relax the bound (5.2) even further. In fact,
for γ = 1 there is no gap for arbitrary p and q. Moreover, to exclude the gap between
W ∩ C0,γ and C∞

c , it suffices to take

q ⩽ p+ κ
1 − γ

, κ ∈ (0,∞) . (5.4)

In the next subsection we prove the density result, which is applied in Subsection 5.1.2
to get the absence of the Lavrentiev phenomenon.

5.1.1 Approximation

Let us establish the density of smooth functions with compact support in the energy
space W . We divide the proof into three steps according to the property of the domain
Ω. We initially take Ω ⊂ Rn as a star-shaped domain with respect to the ball centered
in zero, then with respect to a ball centered in a point different that zero and finally Ω is
assumed to be an arbitrary Lipschitz domain. The result reads as follows.

Theorem 5.1.1 (Density of smooth functions). Let Ω ⊂ Rn be a bounded Lipschitz
domain, let 1 < p < q < +∞ and a : Ω → [0,∞) be such that a ∈ Zκ(Ω), κ > 0. Then
the following assertions hold true.

(i) If κ ⩾ q − p, then for any φ ∈ W (Ω,R) there exists a sequence {φδ}δ ⊂ C∞
c (Ω,R),

such that φδ → φ in W (Ω).

(ii) Let γ ∈ (0, 1]. If κ ⩾ (q − p)(1 − γ), then for any φ ∈ W (Ω,R) ∩ C0,γ(Ω,R) there
exists a sequence {φδ}δ ⊂ C∞

c (Ω,R), such that φδ → φ in W (Ω).

Moreover, in both above cases, if φ ∈ L∞(Ω,R), then there exists c = c(Ω) > 0, such that
||φδ||L∞(Ω) ⩽ c||φ||L∞(Ω).
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Proof. Let us at first notice that by Lemma 2.2.1, we have that W (Ω,R) ∩ L∞(Ω,R)
is dense in W (Ω,R). Therefore, for the assertion (i), it suffices to consider the den-
sity of C∞

c (Ω,R) in W (Ω,R) ∩ L∞(Ω,R). Let us assume that in case of (i), we have
γ = 0. We shall prove the claims (i) and (ii) simultaneously. To this aim, let us take
any φ ∈ W (Ω,R)∩L∞(Ω,R) in the case of γ = 0 and φ ∈ W (Ω,R)∩C0,γ(Ω,R) otherwise.

We divide the proof into three steps.

Step 1: Ω is a star-shaped domain with respect to a ball centred in zero and with radius
R > 0, that is B(0, R)

Recall the definition of Sδφ, given in (2.13), where we take x0 = 0 and δ < R/4.
Our aim now is to prove that DSδφ converges to Dφ in W (Ω,R). Due to (2.12), it is
enough to show that Sδφ → φ in L1 and DSδφ

M−→ Dφ modularly in LM . We observe
that by (2.14) and Lemma 2.2.2, we have this first convergence as well as the fact that
D(Sδ(φ)) converges to Dφ in measure. Therefore, by (2.11), it suffices to prove that

the family
{
|D(Sδφ)(x))|p + a(x)|D(Sδφ)(x))|q

}
δ

is uniformly integrable. (5.5)

Observe that by Lemma 2.2.3, for sufficiently small δ > 0, there exists a constant CS > 0,
independent of δ, such that

||D(Sδφ)||L∞ ⩽ CSδ
γ−1 . (5.6)

Indeed, if γ = 0, then by using assertion (2.15) and the fact that φ ∈ L∞(Ω,R), we can
set

CS := ||φ||L∞ ||Dρ||L1

in (5.6). In the case of γ ∈ (0, 1], (2.16) provides that

||DSδ(φ)||L∞ ⩽
δγ−1

κγ
δ

[φ]0,γ ||Dρ||L1 .

As φ ∈ C0,γ(Ω,R) and κδ
δ→0−−−→ 1, we obtain inequality (5.6) with constant

CS := 2[φ]0,γ ||Dρ||L1 ,

for sufficiently small δ. We therefore have (5.6) for all γ ∈ [0, 1].

As a ∈ Zκ, there exists a constant Ca > 1 such that for any x, y ∈ Ω we have

a(x) ⩽ Ca(a(y) + |x− y|κ).

Let us take any x, y ∈ Ω, τ > 0, δ ∈ (0, 1) such that |x− y| ⩽ τδ. We have

|DSδ(φ)(x)|p + a(x)|DSδ(φ)(x)|q (5.7)
= |DSδ(φ)(x)|p(1 + a(x)|DSδ(φ)(x)|q−p)
⩽ |DSδ(φ)(x)|p(1 + Ca(a(y) + τκδκ)|DSδ(φ)(x)|q−p)
⩽ Ca|DSδ(φ)(x)|p(1 + a(y)|DSδ(φ)(x)|q−p + τκδκ|DSδ(φ)(x)|q−p) . (5.8)
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By the inequality (5.6), we obtain that

δκ|DSδ(φ)(x)|q−p ⩽ Cq−p
S δκδ(q−p)(γ−1) ⩽ Cq−p

S , (5.9)

where in the last inequality we used that δ ∈ (0, 1) and κ + (q − p)(γ − 1) ⩾ 0. By (5.7)
and (5.9), we have that there exists a constant Cτ > 0, not depending on δ, such that

|DSδ(φ)(x)|p + a(x)|DSδ(φ)(x)|q ⩽ Cτ

(
|DSδ(φ)(x)|p +

(
inf

z∈Bτδ(x)
a(z)

)
|DSδ(φ)(x)|q

)
.

(5.10)

Let us recall (2.14), that is DSδ(φ) = 1
κδ
Sδ(Dφ). By using Jensen’s inequality in

conjunction with the fact that κδ ⩾ 1/2 for sufficiently small δ, we may write

|DSδ(φ)(x)|p = 1
κp

δ

∣∣∣∣∣
∫

Bδ(0)
ρδ(y)(Dφ)((x− y)/κδ) dy

∣∣∣∣∣
p

⩽ 2p
∫

Bδ(0)
ρδ(y)|(Dφ)((x− y)/κδ)|p dy = 2pSδ(|Dφ|p)(x) , (5.11)

for sufficiently small δ > 0. Analogously, it holds that(
inf

z∈Bτδ(x)
a(z)

)
|DSδ(φ)(x)|q ⩽ 2q

∫
Bδ(0)

ρδ(y)
(

inf
z∈Bτδ(x)

a(z)
)

|(Dφ)((x− y)/κδ)|q dy

⩽ 2q
∫

Bδ(0)
ρδ(y)a((x− y)/κδ)|(Dφ)((x− y)/κδ)|q dy

= 2qSδ(a|Dφ|q)(x) , (5.12)

where τ is fixed such that for sufficiently small δ > 0 we have∣∣∣∣x− y

κδ
− x

∣∣∣∣ ⩽ |y|
κδ

+ 1 − κδ

κδ
|x| ⩽ δ

κδ
+ δ

2Rκδ
(diam Ω) ⩽ τδ .

Observe that by (5.10) and by estimates (5.11) and (5.12), we have

M(x, |DSδφ(x)|) ⩽ 2qCτ (Sδ(|Dφ|p)(x) + Sδ(a|Dφ|q)(x))
= 2qCτSδ (M (·, |Dφ(·)|)) (x) . (5.13)

The fact that φ ∈ W (Ω,R) implies thatM(x, |Dφ(x)|) ∈ L1(Ω,R). Therefore, Lemma 2.2.2
gives us that the sequence {Sδ (M (·, |Dφ(·)|))}δ converges in L1. By the Vitali Conver-
gence Theorem, it means that the family {Sδ (M (·, |Dφ(·)|))}δ is uniformly integrable.
Using the estimate (5.13), we deduce that the family {M(x, |D(Sδφ)(x)|)}δ is uniformly
integrable, which is (5.5). Therefore, the proof is completed for Ω being a bounded
star-shaped domain with respect to a ball centred in zero.

Step 2: Ω is a star-shaped with respect to a ball centred in point other than zero
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We translate the problem, obtaining the set being a star-shaped domain with respect to
a ball centred in zero. Then, proceeding with the proof above and reversing translation
of Ω gives the desired result.

Step 3: Ω is an arbitrary bounded Lipschitz domain

By [36, Lemma 8.2], a set Ω can be covered by a finite family of sets {Ui}K
i=1 such

that each Ωi := Ω ∩ Ui is a star-shaped domain with respect to some ball. Then

Ω =
K⋃

i=1
Ωi .

By [104, Proposition 2.3, Chapter 1], there exists the partition of unity related to the
partition {Ui}K

i=1, i.e., the family {θi}K
i=1 such that

0 ⩽ θi ⩽ 1, θi ∈ C∞
c (Ui),

K∑
i=1

θi(x) = 1 for x ∈ Ω .

By the previous paragraph for every i = 1, 2, . . . ,K, as Ωi is a star-shaped domain
with respect to some ball, and θiφ ∈ W (Ωi), there exists a sequence {φi

δ}δ such that
φi

δ
δ→0−−−→ θiφ in W (Ωi). Let us now consider the sequence {Iδ}δ defined as

Iδ :=
K∑

i=1
φi

δ.

We shall show that Iδ → φ in W (Ω). As we have that φi
δ → θiφ in L1 for every i, we

have Iδ → φ in L1. It suffices to prove that DIδ → Dφ in LM (Ω). Since the sequence
{Dφi

δ}δ converges to D(θiφ) in measure and ∑K
i=1D(θiφ) = Dφ, it holds that

{DIδ}δ → Dφ in measure. (5.14)
Moreover, for any x ∈ Ω we have that

|DIδ(x)|p + a(x) |DIδ(x)|q ⩽
K∑

i=1

(
Kp−1|D(φi

δ)(x)|p +Kq−1a(x)|D(φi
δ)(x)|q

)

⩽ Kq−1
K∑

i=1

(
|D(φi

δ)(x)|p + a(x)|D(φi
δ)(x)|q

)
. (5.15)

As for all i = 1, 2, . . . ,K, we have that {φi
δ}δ converges in W (Ωi), it holds that the family

{|D(φi
δ)(x)|p + a(x)|D(φi

δ)(x)|q}δ is uniformly integrable. Therefore, the estimate (5.15)
gives us that

the family


∣∣∣∣∣

K∑
i=1

D(φi
δ)(x)

∣∣∣∣∣
p

+ a(x)
∣∣∣∣∣

K∑
i=1

D(φi
δ)(x)

∣∣∣∣∣
q


δ

is uniformly integrable.

This together with (5.14) and (2.11), as well as the fact that Iδ → φ in L1, gives us the
result for an arbitrary bounded Lipschitz domain Ω.
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5.1.2 Absence of the Lavrentiev phenomenon

As a direct consequence of Theorem 5.1.1 we infer the absence of the Lavrentiev phe-
nomenon. We start with a simple formulation for the double phase functional (5.1)
reading as follows.

Theorem 5.1.2 (Absence of the Lavrentiev phenomenon for a model functional). Let
Ω ⊂ Rn be a bounded Lipschitz domain, let 1 < p < q < +∞ and a : Ω → [0,∞) be such
that a ∈ Zκ(Ω), κ > 0. Assume that u0 satisfies

P(u0) < +∞.

Then the following assertions hold true.

(i) If κ ⩾ q − p, then

inf
u∈u0+W (Ω,R)

P(u) = inf
u∈u0+C∞

c (Ω,R)
P(u) . (5.16)

(ii) Let γ ∈ (0, 1]. If κ ⩾ (q − p)(1 − γ), then

inf
u∈u0+W (Ω,R)∩C0,γ(Ω,R)

P(u) = inf
u∈u0+C∞

c (Ω,R)
P(u) . (5.17)

The above theorem is a special case of the following more general result. Let us consider
the following variational functional

G(u) =
∫

Ω
g(x, u(x), Du(x)) dx , (5.18)

over an open and bounded set Ω ⊂ Rn, n ⩾ 1, where g : Ω × R × Rn → R is continuous
with respect to the second and the third variable and z 7→ g(x, u, z) is convex. We
suppose that there exist constants 0 < ν < 1 < L and a nonnegative Λ ∈ L1(Ω,R) such
that

ν (|z|p + a(x)|z|q) ⩽ g(x, u, z) ⩽ L (|z|p + a(x)|z|q + Λ(x)) , (5.19)

for all x ∈ Ω, u ∈ R, z ∈ Rn .

Theorem 5.1.3 (Absence of Lavrentiev phenomenon for general functionals). Let Ω ⊂ Rn

be a bounded Lipschitz domain, let 1 < p < q < +∞ and a : Ω → [0,∞) be such that
a ∈ Zκ(Ω), κ > 0. Assume that u0 satisfies

G(u0) < +∞.

Then the following assertions hold true.

(i) If κ ⩾ q − p, then

inf
u∈u0+W (Ω,R)

G(u) = inf
u∈u0+C∞

c (Ω,R)
G(u) . (5.20)
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(ii) Let γ ∈ (0, 1]. If κ ⩾ (q − p)(1 − γ), then

inf
u∈u0+W (Ω,R)∩C0,γ(Ω,R)

G(u) = inf
u∈u0+C∞

c (Ω,R)
G(u) . (5.21)

Proof. Since C∞
c (Ω,R) ⊂ W (Ω,R), it holds that

inf
u∈u0+W (Ω,R)

G(u) ⩽ inf
u∈u0+C∞

c (Ω,R)
G(u) .

Let us concentrate on showing the opposite inequality. By direct methods of Calculus of
Variation, there exists a minimizer, i.e., a function u ∈ W (Ω,R) such that

G(u0 + u) = inf
u∈u0+W (Ω,R)

G(u) .

By assertion (i) of Theorem 5.1.1, there exists {uk}k∈N ⊂ C∞
c (Ω,R) such that uk → u−u0

in W (Ω,R). Since g is continuous with respect to the second and the third variable, we
infer that

g(x, u0(x) + uk(x), Du0(x) +Duk(x)) −−−−→
k→+∞

g(x, u(x), Du(x)) in measure.

We shall now show that
the family

{
g(x, u0(x) + uk(x), Du0(x) +Duk(x))

}
k∈N is uniformly integrable. (5.22)

By assumption (5.19), we notice that
g(x, u0(x) + uk(x), Du0(x) +Duk(x))

⩽ L (|Du0(x) +Duk(x)|p + a(x)|Du0(x) +Duk(x)|q) + LΛ(x)
⩽ C (|Duk(x)|p + a(x)|Duk(x)|q) + C (|Du0(x)|p + a(x)|Du0(x)|q) + LΛ(x) ,

where C is a positive constant, for every fixed k ⩾ 1. Note that Λ ∈ L1(Ω,R) and as
G(u0) < +∞, by (5.19), we have∫

Ω
(|Du0(x)|p + a(x)|Du0(x)|q) dx < +∞.

Moreover, since {Duk}k converges in W (Ω), we infer that
the family {|Duk(x)|p + a(x)|Duk(x)|q}k∈N is uniformly integrable.

Thus, (5.22) is justified. In turn, by Vitali Convergence Theorem, we have that

G(u0 + uk) k→+∞−−−−→ G(u+ u0). (5.23)
Therefore, we get

inf
u∈u0+C∞

c (Ω,R)
G(u) ⩽ G(u0 + u) = inf

u∈u0+W (Ω,R)
G(u).

Consequently, (5.20) is proven.
By repeating the same procedure for u ∈ W (Ω,R) ∩ C0,γ(Ω,R) with the use of

Theorem 5.1.1 (ii) instead of (i), one gets (5.21).

Remark 5.1.4. It is easy to observe that convergence (5.23) holds for every u ∈
u0 +W (Ω,R), that is to say: not necessarily for the minimizer.
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5.2 Sharpness
By sharpness, we mean that if p, q and κ are outside the proper range (5.2), it is possible
to find a Lipschitz domain Ω, a weight a ∈ Zκ(Ω) and a boundary datum u0 ∈ W (Ω,R)
such that the Lavrentiev phenomenon occurs, i.e.

inf
u∈X

P(u) < inf
u∈Y

P(u).

We point out that, for our example, we modify the construction from [67] based on the
seminal idea of Zhikov’s checkerboard [107].

Theorem 5.2.1 (Sharpness). Let p, q,κ > 0 be such that

1 < p < n < n+ κ < q .

Then there exist a Lipschitz domain Ω ⊂ Rn, a function a ∈ Zκ and u0 satisfying
P(u0) < +∞ such that

inf
u∈u0+W (Ω,R)

P(u) < inf
u∈u0+C∞

c (Ω,R)
P(u) . (5.24)

In order to show the presence of the Lavrentiev phenomenon we first define the Lipschitz
domain Ω, the function a and the boundary datum u0. We choose Ω as the ball of center
0 and radius 1, i.e.,

Ω = B1 := B1(0) . (5.25)
Now let us define the following set

V :=
{
x ∈ B1 : x2

n −
n−1∑
i=1

x2
i > 0

}
. (5.26)

Regarding the weight a we introduce the function ℓ : Ω → R via the following formula

ℓ(x) := max
{
x2

n −
n−1∑
i=1

x2
i , 0
}

|x|−1 , x = (x1, . . . , xn) .

The weight is defined as
a := ℓκ . (5.27)

Computing the partial derivative of ℓ in V we get

∂ℓ

∂xi
=


− xi

|x|3
(∑n−1

j=1 x
2
j + 3x2

n

)
if i = 1, . . . , n− 1 ,

xi
|x|3
(∑n−1

j=1 3x2
j + x2

i

)
if i = n .

We can observe that ||Dℓ||L∞(B1) is bounded. In turn, ℓ is Lipschitz continuous and
consequently a ∈ Zκ(B1). We note that supp a ⊂ V , so the set V shall include whole
q-phase, while p-phase will be in B1 \ V .

Let us state and prove a lemma that we will use in the proof of Theorem 5.2.1.
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Figure 5.2: The main properties of a ∈ Zκ(B1) and u∗ ∈ W (B1) that produce the
Lavrentiev gap for our counterexample are the facts that supp a ⊂ V , and Du∗ ≡ 0 in
B1 \ V .

Lemma 5.2.2. Let a be defined by (5.27) and V be defined as in (5.26). Then

r1 :=
∫

V
|x|−

q(n−1)
q−1 a(x)− 1

q−1 dx < ∞ . (5.28)

Proof. We use the spherical coordinates. The proof is presented in two cases – for n = 2
and n > 2.

For n = 2 we take
x1 := ρ cos θ and x2 := ρ sin θ ,

consequently
a = ρκ max(− cos 2θ, 0)κ,

where θ ∈ [0, 2π). After this change of variables V is mapped into S := (0, 1) ×[
(π

4 ,
3π
4 ) ∪ (5π

4 ,
7π
4 )
]
, so (5.28) reads as

r1 =
∫

S
ρ

1− q+κ
q−1 |cos (2θ)|−

κ
q−1 dρ dθ .

As q > κ + 2, we have 1 − q+κ
q−1 > −1, which implies that

∫ 1
0 ρ

1− q(1+κ)
q−1 dρ < ∞. As far

as − cos (2θ)− κ
q−1 is concerned, we observe at first that over the set that we integrate

on, it holds that cos(2θ) = 0 only for θ = π
4 ,

3π
4 ,

5π
4 ,

7π
4 . Therefore, it suffices to prove

the integrability of |cos (2θ)|−
κ

q−1 near these points. Observe that for sufficiently small
θ0 > 0 we have ∣∣cos

(
2(θ0 + π

4 )
)∣∣ ⩾ 2θ0

(
1 − 2θ0

π

)
⩾ θ0 ,
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which means that for θ = θ0 + π
4 we get

|cos (2θ)|−
κ

q−1 ⩽
(
θ − π

4

)− κ
q−1

. (5.29)

Since q > κ + 1, we have − κ
q−1 > −1, and therefore, we have the integrability of

| cos (2θ)|−
κ

q−1 near π
4 , and by analogy, also in the points 3π

4 ,
5π
4 ,

7π
4 . Therefore, we showed

that r1 is finite for n = 2.

For n > 2 we set

x1 := ρ cos θ
n−2∏
k=1

sin θk , x2 := ρ sin θ
n−2∏
k=1

sin θk , xi := ρ cos θn−2

n−2∏
k=i−1

sin θk , for i ⩾ 3

and so
a = ρκ max(cos 2θn−2, 0)κ ,

with ρ > 0 and θi ∈ [0, π] for i = 1, . . . , n − 2. We observe that V is mapped to
S = (0, 1) × (0, 2π) × (0, π)n−2 ×

((
0, π

4
)

∩
(

3π
4 , π

))
, that is, θn−2 ∈

(
0, π

4
)

∩
(

3π
4 , π

)
and

the modulus of the determinant of the change of variable may be estimated by ρn−1.
Therefore, we can estimate

r1 ⩽
∫

S
ρ

n−1+ q(1−n)−κ
q−1 |cos(2θn−2)|−

κ
q−1 dρ dθn−2 .

As q > κ+n, it follows that n− 1 + q(1−n)−κ
q−1 > −1, and therefore,

∫ 1
0 ρ

n−1+ q(1−n)−κ
q−1 dρ <

∞. Using analogous estimates as (5.29), one may also prove the integrability of
(cos(2θn−2))− κ

q−1 in
(
0, π

4
)

∩
(

3π
4 , π

)
, obtaining the finiteness of r1 in case of n ⩾ 3.

As far as the boundary datum is concerned we first define a function u∗ and, after we
establish some of its properties, we shall find u0 such that u∗ ∈ (u0 + W (B1,R)), but
u∗ ̸∈ (u0 + C∞

c (B1,R))W . We set

u∗(x) :=



sin(2θ) if 0 ⩽ θ ⩽ π
4 ,

1 if π
4 ⩽ θ ⩽ 3π

4 ,

sin(2θ − π) if 3π
4 ⩽ θ ⩽ 5π

4 ,

−1 if 5π
4 ⩽ θ ⩽ 7π

4 ,

sin(2θ) if 7π
4 ⩽ θ ⩽ 2π,

(5.30)

for n = 2, and

u∗(x) :=


1 if 0 ⩽ ϑn−2 ⩽ π

4 ,

sin(2ϑn−2) if π
4 ⩽ ϑn−2 ⩽ 3π

4 ,

−1 if 3π
4 ⩽ ϑn−2 ⩽ π ,

(5.31)
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for n ⩾ 3. The boundary datum u0 is determined by the following expression

u0(x) := t0|x|2u∗(x) , (5.32)

where t0 will be chosen. We have the following lemma.

Lemma 5.2.3. The function u∗ belongs to u0 +W (B1,R). In particular

r2 :=
∫

B1
|Du∗(x)|p dx < +∞ .

Proof. We start observing that supp a ⊂ V and Du∗ ≡ 0 in supp a, i.e.,∫
B1

(|Du∗(x)|p + a(x)|Du∗(x)|q) dx =
∫

B1
|Du∗(x)|p dx = r2 .

To justify that r2 is finite, we notice that using spherical coordinates for n = 2 one gets

r2 =
∫ 1

0
ρ dρ

[∫ π
4

0
|2 cos(2θ)|p dθ +

∫ 5π
4

3π
4

|2 cos(2θ − π)|p dθ +
∫ 2π

7π
4

|2 cos(2θ)|p dθ
]
< ∞ ,

whereas when n > 2, then

r2 =
∫ 1

0

∫ 2π

0

∫ π

0
| det J | dρ dθ

n−3∏
i=1

dθi

∫ π

0
|2 cos(2θn−2 − π)|p dθn−2 < ∞ ,

where J is the Jacobian matrix of the spherical coordinate transformation. Now, since
p < n we can apply the Sobolev embedding theorem to obtain u∗ ∈ Lp(B1,R). Then
u∗ ∈ W 1,1(B1,R) and P(u∗) < +∞, namely u∗ ∈ W (B1,R).

We take

t0 >

[
r2

(
q

r3

)q ( r1
q − 1

)q−1
] 1

q−p

, (5.33)

with r1 from Lemma 5.2.2, r2 from Lemma 5.2.3, and

r3 := Hn−1(V ∩ ∂B1), (5.34)

where Hn−1 is the classical Hausdorff measure of dimension n− 1, defined on Rn. Now
let us state the following observation made in [67]. The proof consists of calculations
with the spherical coordinates in which Fubini’s theorem and Jensen’s inequality are
used, see [67, p. 17] for details.

Lemma 5.2.4. For any function w ∈ u0 + C∞
0 (B1,R) it holds

t0Hn−1(V ∩ ∂B1) ⩽
∫

V

1
|x|n−1

∣∣∣∣〈 x

|x|
, Dw(x)

〉∣∣∣∣ dx ,
for t0 as in (5.33) and u0 as in (5.32).
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Now we are ready to prove the theorem.

Proof of Theorem 5.2.1. Bearing in mind the definition of u∗ in (5.30)-(5.31) and of u0
in (5.32) we start observing that

inf
u∈u0+W (B1)

P(u) ⩽ P(t0u∗) = tp0

∫
B1

|Du∗(x)|p dx+ tq0

∫
B1
a(x)|Du∗(x)|q dx

= tp0

∫
B1

|Du∗(x)|p dx = tp0r2 , (5.35)

which is finite by Lemma 5.2.3. Let us fix arbitrary w ∈ u0 + C∞
0 (B1,R) and λ > 0. In

order to estimate from below P(w) we notice that Lemma 5.2.4 together with Young’s
inequality and Lemma 5.2.2 leads to

r3λt0 ⩽
∫

V

(
λ

|x|n−1
1

a(x)

) ∣∣∣∣〈 x

|x|
, Dw(x)

〉∣∣∣∣ a(x) dx

⩽
∫

V

(
λ

|x|n−1
1

a(x)

) q
q−1

a(x) dx+
∫

V

∣∣∣∣〈 x

|x|
, Dw(x)

〉∣∣∣∣q a(x) dx

⩽ r1λ
q

q−1 +
∫

V
a(x)|Dw(x)|q dx .

where λ > 0 is fixed. Consequently,

r3λt0 ⩽ r1λ
q

q−1 + P(w).

Then for any w ∈ u0 + C∞
0 (B1,R) it holds

P(w) ⩾ r1 sup
λ>0

(
λt0

r3
r1

− λ
q

q−1

)
= r1 sup

λ∈R

(
λt0

r3
r1

− |λ|
q

q−1

)
= r1

((q − 1)t0r3
qr1

)q 1
q − 1 .

Now, bearing in mind (5.33) and using (5.35) we get

inf
u∈u0+C∞

0 (B1,R)
P(u) ⩾

(
r3
q

)q (q − 1
r1

)q−1
tq0 > r2t

p
0 ⩾ inf

u∈u0+W (B1,R)
P(u). (5.36)

Hence the occurrence of the Lavrentiev phenomenon, that is (5.24), is proven.

5.2.1 Smoothness of the weight

In this section we want to stress the fact that C1,α-regularity for α ∈ (0, 1] of the weight
implies its Z1+α-regularity, but smoothness of the weight does not give more than Z2.
To state it precisely, we give the following proposition.

Proposition 5.2.5. If Ω ⊂ Rn is an open and bounded set, then the following holds.

(i) If 0 ⩽ a ∈ C1,α(Ω) for some α ∈ (0, 1] and a > 0 on ∂Ω, then a ∈ Z1+α(Ω).
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(ii) There exists 0 ⩽ a ∈ C∞(Ω), such that a > 0 on ∂Ω, a ∈ Z2(Ω), and a ̸∈ Z2+ε(Ω)
for any ε > 0.

Proof. We concentrate on (i). Our reasoning is inspired by the proof of Glaeser-type
inequality, see [61]. Suppose by contradiction that a ̸∈ Z1+α. This implies that there
exist sequences {xk}k, {yk}k ⊂ Ω and Ck ∈ R with limk→+∞Ck = +∞ such that

a(xk) ⩾ Ck(a(yk) + |xk − yk|1+α) . (5.37)

As Ω is compact, by taking subsequences if necessary, we may assume that xk → x̄, yk → ȳ,
where x̄, ȳ ∈ Ω. Observe that taking limits in (5.37), we obtain that for every C > 0 we
have a(x̄) > C(a(ȳ) + |x̄− ȳ|1+α). As a is bounded, we have that a(ȳ) + |x̄− ȳ|1+α = 0.
That is, we have x̄ = ȳ and a(x̄) = 0. We shall denote x0 := x̄ = ȳ. As a(x0) = 0, by
assumption, we have x0 ∈ Ω and there exists R > 0 such that B(x0, R) ⊆ Ω.

Let us fix any ν ∈ Rn such that |ν| = 1. By Lagrange Mean Value Theorem, for
arbitrary z ∈ B(x0, R) and h ∈ R such that z + hν ∈ B(x0, R), we have

a(z + hν) = a(z) + h
∂a

∂ν
(z + ςν), (5.38)

where ς ∈ [−|h|, |h|] . Using that a ∈ C1,α(Ω), we get that for some constant C,
independent of ν, we have∣∣∣∣∂a∂ν (z + ςν) − ∂a

∂ν
(z)
∣∣∣∣ ⩽ C|ς|α ⩽ C|h|α ,

and, consequently,

∂a

∂ν
(z) − C|h|α ⩽

∂a

∂ν
(z + ςν) ⩽ ∂a

∂ν
(z) + C|h|α .

Thus, for h ⩾ 0 it holds that

h
∂a

∂ν
(z + ςν) ⩽ h

∂a

∂ν
(z) + Ch|h|α = h

∂a

∂ν
(z) + C|h|α+1 ,

while for h < 0 we have

h
∂a

∂ν
(z + ςν) ⩽ h

∂a

∂ν
(z) − Ch|h|α = h

∂a

∂ν
(z) + C|h|α+1 .

By (5.38) and the last two displays, it means that

a(z + hν) ⩽ a(z) + h
∂a

∂ν
(z) + C|h|1+α .

As a ⩾ 0, we have
0 ⩽ a(z) + h

∂a

∂ν
(z) + C|h|1+α , (5.39)
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as long as h ∈ R and z, z + hν ∈ B(x0, R). For any z ∈ B(x0, R), let us now denote

hz := −c
∣∣∣∣∂a∂ν (z)

∣∣∣∣1/α

sgn
(
∂a

∂ν
(z)
)

with c = (2C)−1/α .

Note that as a(x0) = 0, we also have Da(x0) = 0, as x0 ∈ Ω is a minimum of a. Since
a ∈ C1,α(Ω), for any z ∈ B(x0, R) we have

∣∣∣∂a
∂ν (z)

∣∣∣ ⩽ C|z − x0|α, which gives us

|z + hzν − x0| ⩽ |z − x0| + |hz| = |z − x0| + c

∣∣∣∣∂a∂ν (z)
∣∣∣∣1/α

⩽ (1 + cC1/α)|z − x0| .

Therefore, if we take r := R
1+cC1/α , for any z ∈ B(x0, r) we have z + hzν ∈ B(x0, R).

Hence, by (5.39) we obtain

0 ⩽ a(z) + hz
∂a

∂ν
(z) + C|hz|1+α = a(z) − 1

2c

∣∣∣∣∂a∂ν (z)
∣∣∣∣1+1/α

,

which means that for some constant Ca > 0 it holds that∣∣∣∣∂a∂ν (z)
∣∣∣∣ ⩽ Caa(z)

α
1+α . (5.40)

Note that by ambiguity of ν, estimate (5.40) holds for arbitrary ν ∈ Rn such that |ν| = 1.
Let us take any x, y ∈ B(x0, r). Note that we can always find ỹ ∈ [y, x] such that
a(ỹ) ⩽ a(y) and a > 0 on the segment (y, x). Indeed, if a > 0 on (y, x), then we can take
ỹ = y. In other case, we may define

t̃ := sup{t ∈ [0, 1] : a(y + t(x− y)) = 0}

and set ỹ := y + t̃(x− y). We see by the definition that a(ỹ) = 0 ⩽ a(y) and a is positive
on (y, x). Therefore, if we set ν = x−ỹ

|x−ỹ| , the function t 7→ a(ỹ + tν)
1

1+α is differentiable
for t ∈ (0, |x − ỹ|), with derivative equal to 1

1+α

(
∂a
∂ν (ỹ + tν)

)
(a(ỹ + tν))− α

1+α . By the
definition of ỹ and (5.40), we have

a(x)
1

1+α − a(y)
1

1+α ⩽ a(x)
1

1+α − a(ỹ)
1

1+α

=
∫ |x−ỹ|

0

(
∂a

∂ν
(ỹ + tν)

)
(a(ỹ + tν))− α

1+α dt

⩽ Ca|x− ỹ| ⩽ Ca|x− y| ,

which by symmetry means that a
1

1+α is Lipschitz on B(x0, r). By Remark 5.0.2, we have
that a ∈ Z1+α(B(x0, r)), which contradicts (5.37), as {xk}k and {yk}k converge to x0.
Hence, a ∈ Z1+α(Ω).

For (ii) it is enough to consider x0 ∈ Ω ⊂ Rn and a(x) = |x− x0|2, which is smooth, but
only in Z2.
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