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Summary

Model predictive control (MPC) has gained increasing attention in the last decades in the
power electronics field. Among the different versions of MPC, the most popular one is
the so-called finite control set MPC (FCS-MPC or direct MPC), which does not require
a modulation algorithm and is characterized by a fast dynamic performance. However,
it suffers from high computational cost when applied to multilevel converters, and it re-
quires a large amount of calculations that grows when the number of levels increases,
which affects the practical real-time implementation and performance.
This thesis addresses the challenge of reducing the computational burden of the FSC-
MPC for cascaded H-bridge (CHB) multilevel inverters.
Neural networks were investigated to significantly speed up the computation of the con-
trol law while guaranteeing satisfactory performance.
An analytical solution was also developed to dramatically decrease the number of calcu-
lations needed to compute the optimal control.
A CHB static synchronous compensator (CHB-STATCOM) was employed as a test bench
for the presented studies. Theoretical discussions of the proposed methodologies are pro-
vided and comparisons among them and existing methods are given, underlying that
the presented methods overcome the state-of-the-art approaches. The proposed solutions
were analyzed in a simulation environment by using Matlab/Simulink, through hardware
in the loop and, finally, implemented on a 5-level CHB-STATCOM prototype. The con-
trol techniques were fully implemented on FPGA, while the digital signal processors on
the individual H-bridges were programmed to sample voltages and currents.
The thesis describes the firmware implementation and the most critical encountered prob-
lems and the related solutions are discussed. Specifically, the use of current transformer
sensors to sense the three-phase currents was the cause of a DC offset in the output
currents. A software solution was developed to solve this problem by adding an MPC
optimization problem to the overall algorithm. Practical issues of the serial peripheral
interface protocol for transferring the measurements to the master FPGA are presented
and a solution for minimizing the communication delays is presented.
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ĨC Amplitude of the line frequency component of iCp

ϕIC Phase of the line frequency component of iCp

vC Average capacitors voltage

Kid
P Proportional gain id reference generator

Kid
I Integral gain id reference generator



Chapter 1

Introduction

1.1 Background

1.1.1 Model Predictive Control

Model predictive control (MPC) has established itself as one of the most powerful and
versatile advanced control techniques in many engineering fields [1, 2]. The MPC idea is
to formulate the control problem as an optimization problem. It employs the dynamical
model of the system to predict its future behavior and it computes the optimal control
action by taking into account the physical constraint of the system. It is capable to pro-
vide enhanced performance compared to traditional methods and other advanced control
techniques and it is characterized by the following features.

• It relies on the use of a dynamical model of the system. Compared to the traditional
proportional-integral-derivative regulator or other linear control techniques, MPC
can handle complex, nonlinear, and time-varying systems, often encountered in
many engineering fields. Furthermore, it inherently allows multi-variable control,
unlike traditional linear controllers.

• It computes the control action by solving an optimization problem. The MPC
involves the minimization of a cost function, which can include various performance
metrics. Different cost function can be designed for specific requirements, allowing
for a great flexibility and making the MPC a powerful method for a wide range of
applications.

• It can predict the future behavior of the system. One of the key features of the
MPC is the ability to predict the future output variables in order to optimize the
performance of the system over a time window.

• It can handle the physical constraints of the system. The formulation of the control
problem as an optimization problem makes it easy to handle constraints. This en-
sures that the control action computed by MPC not only optimizes the performance
metrics but also respects the physical limitations of the system, unlike traditional
control strategies that struggle to deal with constraints in a systematic way.
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1.1.2 Power Electronics and Power Electronic Converters

Power electronics is a pivotal field of modern electrical engineering. It comprises all the
electronics technologies that aim to manipulate the electrical energy. It is an extremely
interdisciplinary field that merges concepts from many engineering areas such as elec-
tronics, control systems, chemistry, informatics. The core of power electronics is the use
of semiconductor devices that can be electrically turned ON and OFF to close or open
the electrical circuit. The opportune control of these switching devices allows to start
or interrupt the power supplied to a load, to connect/disconnect electrical components
to/from the circuit and, in general, to control the energy flow.
The proper arrangement of solid-state switching elements with passive electrical compo-
nents allows the realization of the power electronic converters, devices specifically designed
to control energy, capable of converting electrical energy from one form to another. Differ-
ent converter topologies were designed to convert direct voltage into alternating voltage or
vice-versa, or to increase or decrease the voltage value to meet the system requirements.
By integrating an appropriate control system, they are able to dynamically regulate the
power flow and adjust voltage and current magnitudes and frequencies to cope with system
disturbances and continuously satisfy the application needs regardless of the operating
conditions. They are used in :

• power distribution and transmission networks, to increase the robustness of the grid
by regulating the voltage level of the node, to increase the efficiency of the energy
transfer by adjusting the power factor;

• renewable energy systems, to convert the unpredictable energy produced by solar
or wind power plants into stable energy and to interface the power plant with the
grid by supplying the expected voltage values of magnitude and frequency;

• electric vehicles, to convert the DC voltage supplied by the batteries to the AC three-
phase voltage required by the motor and to precisely control the current profile to
reach the desired speed and torque;

• industrial automation, to control the motor drives to improve efficiency and preci-
sion of production processes;

• consumer electronics, to convert the AC voltage available from the wall plug to the
specific voltage needed by the everyday life devices, such as smartphones, personal
computers, home appliances, etc.

1.1.3 Multilevel Power Electronic Converters

Multilevel power electronic converters are the state-of-the-art evolution of traditional
converters. The key feature is the ability to produce multiple voltage levels in the output
waveform, overcoming the limitations of the two or three voltage levels of classical power
converters, at the expense of a more complex topology, a higher number of components
and the need for more sophisticated control algorithms. The main features of multilevel
converters are the following.

• They can achieve multiple voltage levels by employing multiple voltage sources and
switching devices, resulting in a greater granularity in the output voltage waveform,
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which leads to a reduced harmonic distortion and a higher power conversion effi-
ciency. The multiple levels offer the possibility to reach higher total voltage levels
compared to traditional converters, resulting in a reduction in the size of the step-up
transformer or the possibility to eliminate the transformer, thereby reducing costs
and improving efficiency.

• They lead to a reduced voltage stress on the circuit elements, since the total voltage
is spit among different sources and the semiconductor devices and passive elements
operate at a fraction of the overall voltage, resulting in improved reliability and
longer life of the components. It leads to smaller size and lower cost of the compo-
nents, at the expense of a higher number of needed elements. A trade-off between
the number of components and their size is required to optimize the overall cost.

• The use of multiple devices leads to a reduction of the switching frequency of the
individual component, a decrease of the switching losses and a higher efficiency of
the overall converter.

Many multilevel topologies were developed over the last decades and the most popular
ones are the so-called neutral point clamped, the flying capacitors, and cascaded H-bridge
(CHB) inverters [3, 4].
This thesis is focuses on the CHB inverter topology that, compared to the others, presents
the key advantage of an extreme modularity, since it is composed of several elementary
cells and where the number of electronic components grows linearly when the number of
levels increases, unlike the aforementioned alternatives, and it represents the best topology
for large numbers of levels.

1.1.4 Model Predictive Control in Power Electronics

In the last decades, the MPC has proven to be an effective control strategy also in the
field of power electronics.
Many versions of MPC have been developed to control power converters and motor drives
by following different paradigms with distinct advantages and disadvantages [5, 6].
The MPC can be divided into two main families: the continuous control set MPC (CCS-
MPC), also called modulated MPC (MMPC or indirect MPC), and the finite control
set MPC (FCS-MPC or direct MPC), with different advantages and disadvantages [5].
In the CCS-MPC approach, the control problem is formulated as a continuous variable
optimization problem. The continuous input variable is computed through a quadratic
programming solver and, then, a modulation technique is applied in order to convert them
into the discrete switching signals to drive the switches [7, 8]. The FCS-MPC, on the
other hand, is formulated as a discrete optimization problem by considering the discrete
nature of the switches, which can only be turned ON and OFF and the possible switching
combinations constitute a finite and countable set of inputs [9]. The controller selects
the switching pattern among those physically realizable by the inverter and the input
is directly applied to the converter without need for a modulation algorithm. The first
consequence of directly controlling the switching signals is a fast dynamic response and
the possibility to limit the switching frequency, thus the losses, of the converter.
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1.1.5 Model Predictive Control for Multilevel Power Electronic

Converters

FCS-MPC has proven to be one of the most effective and promising versions of MPC for
power electronic converters. However, it has the main drawback of being computationally
demanding. This is especially emphasized when controlling multilevel converters, since
the number of possible switching patterns grows exponentially with the number of levels.
In addition, due to the fast dynamics of the electrical quantities, the control algorithms
for power electronic converters typically require sampling intervals of tens of microseconds
to accurately track the current reference
These two factors make it challenging to implement the FCS-MPC on a multilevel con-
verter because the controller has to perform a large amount of computations in a relatively
short time interval.
Nowadays, there are extremely powerful platforms used to compute the control law of
these devices, megahertz clock frequency of parallel computing capabilities. However,
even these platforms may not be able to meet the stringent timing requirements of the
system for the high computational load of the existing FCS-MPC solving algorithms.

1.2 Thesis Motivation

In the literature, there are many works about reducing the computational burden of
the FCS-MPC for CHB inverters. The most straightforward and popular strategy is
to limit the search space of the control inputs, such to reduce the number of possible
combinations to be explored by the optimization algorithm [10, 11, 12, 13]. However,
this solution dramatically decrease the dynamic response of the controller, removing the
original main advantage of the FCS-MPC.
Despite the effort in reducing the computations needed by the algorithm [14, 15, 16],
the literature lacks for an efficient way to solve the FCS-MPC for CHB inverters to
makes the algorithm implementable in tens of microseconds without negatively affect the
performance of the controller.

1.3 Thesis Objectives

This thesis focuses on the development of algorithms to efficiently compute the FCS-MPC
for CHB inverters.
Simulative and experimental validations were carried out on a CHB Static Synchronous
Compensator (CHB-STATCOM).

1.3.1 Cascaded H-Bridge Static Synchronous Compensator as

Test Bench

A STATCOM is an inverter shunt connected to the grid to regulate the node voltage,
aiming to increase the stability of the power system. Since the STATCOM is designed
to be connected to medium voltage grids (from 1 kV to 100 kV), the CHB is a typical
solution for this application because it is a suitable topology for a large number of levels.
Therefore, a CHB-STATCOM can reach the value of the grid voltage without the need
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for a step-up transformer, reducing cost, bulk, harmonic distortion, and nonlinearity.
Like every CHB inverter aiming to track the output currents, the CHB-STATCOM re-
quires a currents controller and, hence, it resulted a suitable application for testing the
control algorithms developed during this research work.
Because of the inherent challenges of the this application, this thesis also proposes some
methodologies specifically designed for the CHB-STATCOM control. However, it can be
underlined that the developed currents controllers described in this thesis have a general
formulation and they can be applied to every CHB inverter.

1.3.2 Overview of Presented Works

Two approaches were developed to reduce the computational burden of the FCS-MPC for
CHB inverters.

• The first explored approach employs machine learning techniques to approximate
the optimal control law, such that the computations performed by solving the op-
timization problems are embedded in the inference of the neural networks.

• Then, based on mathematical considerations on the specific problem of controlling
a CHB inverter, an analytical method was derived to find a simple explicit solution
to the optimal control problem.

During the implementation fo the control techniques on the CHB-STATCOM prototype,
many implementation problems were faced and the two key problems were the following.

• The main problem was due to the use of current transformer sensors to sense the
output currents, which led to a DC current in the output terminals. This thesis
proposes an algorithm to eliminate the DC component, which is simple to implement
and without the need for extra hardware. This problem was never faced in the
literature for CHB-STATCOM driven by FCS-MPC.

• Other problems related to the sampling and communication of the measurements
through the different peripherals composing the system are described. The effects
of these problems on the output currents are discussed and solutions are presented.

1.4 Thesis Outline

This thesis is organized as follows.
Part I describes the background of this research work, presenting the circuit diagram,
dynamical model and the FCS-MPC for CHB inverters (Chapter 2) and CHB-STATCOMs
(Chapter 3).
Part II presents the two proposed methods to reduce the computational burden of the
FCS-MPC by using neural networks (Chapter 4) and the developed analytical method
(Chapter 5).
Part III is about the validation of the proposed techniques. The neural network method
was tested in simulative environment (Chapter 6) and through hardware in the loop
(Chapter 7). The analytical solution was tested on a 5-level CHB-STATCOM prototype
(Chapter 8).
Part IV describes the main implementation problems faced during the experiments. The
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DC current injection problem and the developed solution are explained in Chapter 9, and
the measurements sampling and transmission problems are discussed in Chapter 10.
The list of published papers is presented in Chapter 11.
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Chapter 2

Cascaded H-Bridge Inverter:

Modeling and Control

Power electronic converters are key components in modern electrical systems, being the
core technology for the manipulation of the electrical energy and its regulation for sup-
plying thousands of devices, from everyday life to industrial equipments.
From renewable energy sources and grid-connected systems to electric vehicles, power
electronic converters have become the key enabling technology for advanced energy con-
version and control. The increasing demand for energy efficiency, reduced environmental
impact, and enhanced reliability has driven significant advancements in power electronics,
making it a dynamic and vital research domain.
A power electronic converter is a solid-state device aiming to convert electrical energy from
one form to another of electrical energy. A DC-AC converter, also referred as inverter,
can transform a constant voltage to an alternating voltage while a DC-DC converter takes
an input DC voltage and generate an amplified or attenuated DC output voltage.
Power converters are used in all the applications that needs an intelligent control of the
energy. Inverters, for instance, are used to control the energy flowing from a photovoltaic
(PV) panel or a wind turbine into the grid or to control the speed and torque of al electric
motor drive. There exist several converter topologies for each functionality and applica-
tion.
The building block of the more complex inverter topology this thesis is focused on is the
so-called H-bridge inverter.

2.1 H-Bridge Inverter

The basic circuit diagram of the H-bridge inverter consists of an input DC voltage that is
connected to the load through four power switches, as drown in Fig. 2.1. By turning the
switches ON and OFF, the resulting power circuit changes and the input voltage vDC is
connected or disconnected to the load. It results in three possible output voltages, i.e.,
vDC when the switching transistors T1 and T3 are ON while T2 and T4 are OFF; −vDC

when T2 and T4 are ON while T1 and T3 are OFF; 0 voltage when T1 and T4 are ON
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while T2 and T3 are OFF or vice versa, as shown in Fig. 2.2. The control circuit must
absolutely avoid the other switching combinations to prevent short-circuiting the input
voltage.
The H-bridge is referred to as a three-level converter, i.e., capable of producing three
different voltage levels at the output terminals.

LOAD

 

Figure 2.1: H-bridge schematics.

Figure 2.2: H-bridge three voltage levels.

2.2 Cascaded H-Bridge Inverter

A multilevel inverter is a power electronics device used for industrial applications consist-
ing of a technological advancement of the standard inverter in high-power and medium-
voltage applications. In order to produce different output voltage levels, it uses multiple
voltage sources, each one with a fraction of the total input voltage, resulting in less volt-
age stress (often referred as dv/dt) on the load and the circuit elements, which leads to
a reduction in the size of the converter components [3, 4, 6]. One of the most popular
and promising multilevel converter topologies is the so-called cascaded H-bridge (CHB)
inverter. It consists of multiple H-bridges connected in series to produce in output the
sum of the outputs of the individual H-bridges. One of the main advantages of this topol-
ogy over the others is its inherent modularity. In fact, each voltage level is generated
by an H-bridge of the CHB without the need for additional hardware and the number of
components (switches, drivers, sensing and control circuits, ...) grows linearly when the
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number of levels increases. Because of this high scalability, the CHB inverter is a suitable
topology for a large number of levels and it’s an attractive solution for medium-voltage
applications since it allows to have a large number of levels able to reach the desired
voltage without the need for a step-up transformer, which increases the size, cost and
nonlinearity of the system. Fig. 2.3 shows the basic schematics of a three-phase CHB
inverter.

Figure 2.3: Cascaded H-bridge inverter schematics.

2.3 Dynamical Model of a CHB Inverter

Let us consider a three-phase CHB inverter composed of n H-bridges connected in series
for each phase p ∈ {a, b, c}. Let us consider that each H-bridge is supplied by a DC-link
voltage source with rated voltage VDC and the converter is connected to a general RL
load and a three-phase voltage source as in Fig. 2.4. Depending on the application, this
schematic represents a grid-tied inverter connected to the grid through a filter inductor
with its internal resistance, such as an inverter connected to a motor drive, where the
voltage sources represent the electromotive forces [7]. The dynamical equations that
govern the currents are given by the Kirchhoff’s laws as follows:

L
dip
dt

= vsp −Rip − vp , p ∈ {a, b, c} (2.1)
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Figure 2.4: Cascaded H-bridge inverter connected to an RL load.

where ip is the phase p current, vp is the phase p voltage at the output terminals of
the inverter, vsp is the phase p voltage at the load side, R and L are the resistance and
inductance of the load. The equations are transformed into the ³, ´ reference frame
through Clarke transformation (in the Appendix), obtaining:

{

Ldiα
dt

= vsα −Riα − vα

L
diβ
dt

= vsβ −Riβ − vβ .
(2.2)

The continuous time dynamical equations are discretized via forward Euler approximation
and the obtained dynamical model is the following:











iα (k + 1) = iα (k) +
Ts

L
(−Riα(k) + vsα (k)− vα (k))

iβ (k + 1) = iβ (k) +
Ts

L
(−Riβ(k) + vsβ (k)− vβ (k)) ,

(2.3)

where Ts is the sampling interval and k is the sampling instant.
Since the currents dynamical model is linear, it is convenient to expressed them in matrix
form as follows:



30 CHAPTER 2. CHB INVERTER: MODELING AND CONTROL

iα,β (k + 1) =







1− Ts

L
R 0

0 1− Ts

L
R






iα,β (k) (2.4)

+







Ts

L
0

0
Ts

L







(

vs(α,β) (k)− vα,β (k)
)

,

where iα,β = [iα, iβ ]
T is the current vector, vs(α,β) = [vsα, vsβ ]

T is the voltage source

vector and vα,β = [vα, vβ ]
T is the output voltage vector at the inverter terminals. The

inverter output voltage can be expressed as vα,β (k) = Sα,β (k)VDC , where Sα,β (k) =

[Sα(k), Sβ(k)]
T is the switching vector at time k, which is a discrete variable corresponding

to the control input applied to the inverter. Eq. (2.4) can be formulated as follows:

iα,β (k + 1) =A iα,β (k) + B Sα,β (k) + F vs(α,β) (k) (2.5)

where:

A =







1− Ts

L
R 0

0 1− Ts

L
R







B =







−Ts

L
0

0 −Ts

L






VDC , F =







Ts

L
0

0
Ts

L






.

2.4 Model Predictive Control for CHB Inverters

During the last decade, model predictive control (MPC) has become one of the most
popular control techniques in many engineering fields in both research and industry and
has been attracting increasing attention also in the field of power converters [1, 2].
The main idea of the MPC is to formulate the control problem objective as an optimiza-
tion problem. A cost function is designed to minimize the error between the reference and
the predicted state variables at the future instants, which are computed by employing the
dynamical model of the system. A second term is usually added into the cost function
to weight the control effort and to make a trade-off with the control performance. Con-
straints can be added to the minimization problem to handle physical limitations or to
ensure a desired behavior of the controlled system.
The FCS-MPC has demonstrated to be one of the most effective and promising versions
of MPC for power electronic converters, for its extremely fast dynamic response and the
ability to limit the switching frequency, thus the losses, of the converter [5].
The FCS-MPC current control problem for a CHB inverter is usually expressed as the
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following discrete optimization problem:

S∗
α,β (k) = min

Sα,β(k)

∥

∥

∥
i
ref
α,β (k + 1)− iα,β (k + 1)

∥

∥

∥

Q
+ (2.6)

+ ∥Sα,β(k)− Sα,β(k − 1)∥
P

s. t. iα,β (k + 1) = A iα,β (k) + B Sα,β (k) + F vs(α,β) (k) ,

Sα,β(k) ∈ Vα,β ,

where the first term is the weighted norm of the error between the i
ref
α,β (k + 1) and the

predicted current iα,β (k + 1), and the second term aims to reduce the variation of the
switching vector, in order to limit the switching losses of the converter. The 2×2 weighting
matrices Q and P are diagonal matrices and can be expressed as Q = qi × I2 and
P = pi×I2, where qi and pi are scalar positive parameters. The optimal switching vector
Sα,β (k) must belong to Vα,β , the set of all the vectors that the inverter can physically
generate.
Depending on the application, the control problem can be extended to predict more future
steps (as will be shown in Chapter 4), to take into account for the computation delay (as
will be presented in Chapter 5) or to minimize a different cost function.
The most straightforward and popular way to solve this discrete optimization problem is
through an exhaustive search algorithm. It relies on computing the currents predictions
for every possible switching vector in Vα,β by employing the dynamical model in (2.5).
Then, the cost function is computed for every prediction and the vector associated with
the minimum cost is selected, as summarized in Algorithm 2.1. Despite its simplicity,
this approach is not a scalable algorithm, since the number of combinations, which is
12n2 + 6n+ 1, grows quadratically with respect to the number of levels of the converter.
In this work, different solutions were developed to solve the currents control problem of
the FCS-MPC with the aim of decreasing the computational burden of the control method
by employing both machine learning and analytical strategies.

Algorithm 2.1 FCS-MPC currents controller through exhaustive search algorithm.

1: initialize c∗cc ←∞, S∗
α,β (k)← [0, 0]

T

2: for all Sα,β(k)∈ Vα,β do

3:

iα,β (k + 1) = A iα,β (k) + B Sα,β (k) + F vs(α,β) (k)

4:

ccc ←
∥

∥

∥
i
ref
α,β (k + 1)− iα,β (k + 1)

∥

∥

∥

Q
+

+ ∥Sα,β(k)− Sα,β(k − 1)∥
P

5: if ccc < c∗cc then

6: c∗cc ← ccc
7: S∗

α,β (k)← Sα,β (k)
8: end if

9: end for
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Chapter 3

Cascaded H-Bridge Static

Synchronous Compensator:

Modeling and Control

A CHB static synchronous compensator (CHB-STATCOM) was employed as a test bench
for the developed methodologies.
The static synchronous compensator is one of the most advanced flexible alternating
current transmission systems (FACTs), a family of technologies aiming to improve the
stability of the grid voltage. In medium voltage grids the power line can be considered as
a mainly inductive load. Due to this feature, it is possible to regulate the grid voltage by
controlling the reactive power flowing through the line. The STATCOM working principle
leverages on this property and is used to inject or absorb reactive power to or from the
grid enabling the control of the line voltage at the point of common coupling (PCC) and
enhancing the stability of the power system.
Unlike other traditional systems, the STATCOM is a solid-state device employing power
electronics components, and is a technological advancement of VAR compensators based
on passive components. It consists in a power inverter connected to the grid through
a filter inductor, used to dynamically control the current flowing between the DC-link
and the grid. The STATCOM equips a capacitor at the DC side without any DC voltage
source. In fact, it only aims to exchange reactive power and does not provide active power
support to the grid. Hence, besides controlling the reactive power, it also has to absorb
a little amount of active power to balance the DC-link capacitor.
Since the STATCOMs are designed for medium voltage applications, the CHB multilevel
converter topology is an effective alternative, which can lead to removing the step-up
transformer and decreasing the size of the components of the system. However, to reach
medium voltage values a large number of levels of the converter are needed. In a CHB-
STATCOM, the number of components linearly depends on the number of levels, but
the computational complexity of the FCS-MPC exponentially grows when the number of
levels increases.
Because of the large number of levels used on CHB-STATCOM applications, it was chosen
as a suitable application for testing the developed FCS-MPC algorithms.
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3.1 Cascaded H-Bridge Static Synchronous Compen-

sator

A multilevel cascaded H-bridge STATCOM is composed of a three-phase CHB inverter
with n cells per phase and each H-Bridge is equipped with an input DC-link capacitor C.
The converter is connected to the grid through a series inductor L with internal resistance
R, as shown in Figure 3.1. Each H-bridge allows four admissible switching combinations

LOAD

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1: Cascaded H-bridge STATCOM schematics.

able to supply a positive, negative or zero output voltage, whose value is equal to that
of the input DC-link voltage. According to this, the system can be modeled considering
the inputs of the system as discrete variables spi ∈ {−1, 0, 1}, where i = 1, ..., n and
p ∈ {a, b, c} indicates that the H-bridge cell i of p phases is outputting negative, zero or
positive voltage. The total output voltage vp of phase p of the STATCOM is the sum of
the output voltages of every individual cell of phase p:

vp =

n
∑

i=1

spi · vCpi ≃
n
∑

i=1

spi · VDC = Sp · VDC (3.1)

where vCpi is the DC-link capacitor voltage of the i-th cell of phase p and Sp is the sum
of the individual spi for i = 1, ..., n. The DC-link voltage is assumed to be close to its
rated value VDC , which is a common hypothesis since we always assume that the CHB-
STATCOM is correctly sized [5, 10] to have a small voltage ripple on the DC side and
that the controller is correctly implemented to keep the capacitor balanced [11]. It will
be clear later on that, with this assumption, we remove the nonlinearity in the currents
model and strongly simplify the controller design.
The dynamic equation of the currents and DC-link capacitor voltages are:
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{

L
dip
dt

= vsp −Rip − vp ≃ vsp −Rip − Sp · VDC

C
dvCpi

dt
= spi · ip, i = 1, ..., n, p ∈ {a, b, c} ,

(3.2)

where ip is the current controlled by the inverter, vsp is the voltage at the PCC and
vp is the output voltage of the inverter for phase p. With the assumption in (3.1), the
current equations does not depend on the DC-link voltage of each individual cell, which
removes the nonlinear (bilinear) relation in the currents equations, i.e., the product of
the state variables ip times the control inputs spi. Furthermore, it makes the currents
equations independent of the capacitor voltages, which allows us to split the overall control
problem into two individual parts: the current control problem and, then, the DC-link
voltage balancing problem.
Since we want to design a discrete time controller, we discretize (3.2) and apply the
Clarke transformation (in the Appendix), which leads to the following CHB-STATCOM
dynamical model:

{

iα,β (k + 1) = A iα,β (k) + B Sα,β (k) + F vs(α,β) (k)

vCpi(k + 1) = vCpi(k) +
Ts

C
(spi(k) · ip(k)) , i = 1, ..., n, p ∈ {a, b, c} ,

(3.3)

where vectors and matrices are defined as in (3.2).

3.2 Model Predictive Control for CHB-STATCOMs

The overall control problem of FCS-MPC requires to solve an optimal problem that mini-
mizes the deviation of the predicted currents iα,β(k+1) from the reference i

ref
α,β (k + 1) and

the deviation of the predicted capacitors voltages from the rated value VDC . We introduce
the 3n×1 vector of the predicted capacitor voltages vC(k+1) = [vCa(k + 1),vCb(k + 1),

vCc(k + 1)]
T , where vCp(k + 1) = [vCp1 (k + 1) , vCp2 (k + 1) , . . . , vCpn (k + 1)]

T , with
p ∈ {a, b, c}, and the 3n × 1 vector of the rated voltage VDC

3n = VDC · 13n, which is the
3 ·n×1 vector containing the value VDC in each element (13n is the 3n×1 unitary vector).
At the same time, the optimization problem penalizes the switching activity and it com-
putes the 3n×1 switching vector s(k) = [sa(k), sb(k), sc(k)]

T , sp(k) = [sp1 (k) , sp2 (k) , . . . ,

spn (k)]
T , p ∈ {a, b, c}.

The optimal problem is formulated as:

s∗(k) = min
s(k)

∥

∥

∥
i
ref
α,β (k + 1)− iα,β (k + 1)

∥

∥

∥

Q
+ (3.4)

+
∥

∥

∥
VDC

3n − vC (k + 1)
∥

∥

∥

Qv

+

+ ∥s (k)− s (k − 1)∥Ps

s. t. iα,β (k + 1) = A iα,β (k) + B Sα,β (k) + F vs(α,β) (k)

vCpi(k + 1) = vCpi(k) +
Ts

C
(spi(k) · ip(k)) , i = 1, ..., n, p ∈ {a, b, c}

spi (k) ∈ {−1, 0, 1}, i = 1, ..., n, p ∈ {a, b, c}
spl × spm g 0, ∀ l,m = 1, ..., n : l ̸= m,
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where Qv and Ps are 3n×3n tuning matrices. The last constraint ensures that the switch-
ing states for each phase p have the same polarity, i.e., they must be all non-negative or
non-positive. It prevents two H-bridges in the same phase to output a positive and a
negative voltage at the same time, which would imply an overall null voltage with unnec-
essary switching activity.
In this formulation, the discrete optimal switching vector has to be found in a set of
(

2n+1 − 1
)3

possible inputs. This problem can be solved through a greedy approach by
enumerating all the possible solutions only for a small number of levels, due to the com-
binatorial explosion of the number of iterations.
For this reason, and since we assumed the currents independent of the capacitor voltages,
the overall optimization problem is usually split into two, following the so-called partially
stratified approach [1, 4, 2, 3, 6, 12]. The first control problem, which is the higher priority
optimization layer, aims to only track the currents reference and it computes the optimal
switching vector S∗

α,β in the ³, ´ frame. The second one aims to find the switching vari-
ables spi that minimize the voltage imbalance between capacitors in the three phases.
The current control problem is the one in Section 2.4, which has to be solved for every
CHB inverter driven by FCS-MPC and which is the main focus of this research work. For
a CHB-STATCOM, we also have to keep the DC-link capacitors balanced and, hence, to
solve the a second optimization problem. However, as it will be clear later on, the currents
control problem is the most computationally expensive part of the overall algorithm and
the main responsible for the practicability of the FCS-MPC implementation.

3.2.1 Individual Voltage Balance

Once the currents control is solved and the switching vector S∗
α,β is computed, it is neces-

sary to choose which H-bridges has to supply voltage among the available ones. The indi-
vidual voltage balancing problem aims to select the switching variables spi, i = 1, . . . , n,
for the individual H-bridges that keep the voltages of the DC-links balanced and such
that to output the overall S∗

p , p ∈ {a, b, c} , computed by the higher priority layer.
The optimization problem for the individual balancing of phase p ∈ {a, b, c} is the follow-
ing:

s∗p(k) = min
sp(k)

∥

∥

∥
VDC − vCp (k + 1)

∥

∥

∥

Qib

+ (3.5)

+ ∥sp (k)− sp (k − 1)∥
Pib

s. t. vCpi(k + 1) = vCpi(k) +
Ts

C
(spi(k) · ip(k)) , i = 1, ..., n

n
∑

i=1

spi (k) = S∗
p (k) ,

spl(k)× spm(k) g 0, ∀ l,m = 1, ..., n : l ̸= m,

where VDC = VDC · 1n is the n × 1 vector with the rated voltage VDC in each element
(1n is the n × 1 unitary vector), vCp (k) = [vCp1(k), vCp2(k), . . . , vCpn(k)]

T is the n × 1

vector containing the capacitor voltages and sp(k) = [sp1(k), sp2(k), . . . , spn(k)]
T is the

n × 1 vector containing the switching variables at time k of p ∈ {a, b, c} phase. The
matrices Qib = qib × In and Pib = pib × In perform the trade-off between the reference
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tracking (which determines the deviation of the capacitor voltages from the rated value)
and the switching frequency. A constraint is added to the optimization problem to ensure
that the sum of the switching states spi (k) is equal to the optimal switching vector
S∗
p (k) computed by the higher priority optimization layer. This way, the optimal input

computed by the currents controller is not affected by the individual voltage balance.
Since each switching variable spi(k) can have the three different values in {−1, 0, 1}, the
number of possible switching combination for each phase is 3n, which would make this
problem not scalable for a large number of levels because of its combinatorial explosion.
The authors in [1] effectively solved this problem by taking advantage of the constraints in
(3.5) to reduce the number of computations. In fact, the two constraints impose that all

Algorithm 3.1 Individual voltages balancing algorithm for phase p.

1: if S∗
p (k) g 0 then

2: s← 1 ▷ spi (k) must belong to {0, 1}
3: else

4: s← −1 ▷ spi(k) must belong to {−1, 0}
5: end if

6: for i← 1 to n do

7:

vsCpi (k + 1)← vCpi(k) +
Ts

C
(s · ip(k))

v0Cpi (k + 1)← vCpi(k) +
Ts

C
(0 · ip(k)) = vCpi(k)

8:

Cib,p(i)←
∥

∥VDC − vsCpi (k + 1)
∥

∥

qib
+ ∥s− spi(k − 1)∥

pib

−
[

∥

∥VDC − v0Cpi(k + 1)
∥

∥

qib
+ ∥0− spi(k − 1)∥

pib

]

9: end for

10: Ip ←sort(Cib,p) ▷ returns Cib,p indexes sorted in ascending order
11: countp ← 1
12: for i← 1 to n do ▷ asserts the spi with minimum cost
13: if Ip (i) f |S∗

p (k) | then

14: spi ← s
15: else

16: spi ← 0
17: end if

18: countp ← countp + 1
19: end for

the element of s∗p(k) must be non-negative or non-positive, while satisfying the condition
that the sum of the element of s∗p(k) must be equal to S∗

p (k). Hence, if S∗
p (k) is non-
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negative, only the combinations of non-negative spi (k) have to be evaluated and, vice
versa, if S∗

p (k) is non-positive, only the combinations of non-positive spi (k) have to be
evaluated. Thus, once we have identified the sign of S∗

p (k), we can reduce the problem 3.5
into a {0, 1} programming problem, which comprises 2n possible combinations. Moreover,
constraint

∑n
i=1 spi (k) = S∗

p (k) impose us to select only a certain number of H-bridges
to put in conduction among the n available. Specifically, a number equal to

∥

∥S∗
p (k)

∥

∥

switching variables spi (k) has to be asserted, i.e., they must be set equal to s, with s = 1
if S∗

p (k) > 0 or s = −1 if S∗
p (k) < 0, while the others should be set equal to 0.

From the CHB-STATCOM dynamical model in (3.3), we can notice that the switching
variable spi (k) only affects the DC-link voltage vCpi(k + 1). Hence, the overall cost can
be considered as the sum of n independent costs given by

∥

∥V DC − vCpi (k + 1)
∥

∥

qib
+

∥spi (k)− spi (k − 1)∥
pib

, with i = 1, ..., n. Since spi (k) can only be equal to the two
values in {s, 0}, we can compute the individual increment in the cost function of asserting
the individual spi (k) (spi (k)← s) with respect to not asserting it (spi (k)← 0).
The obtained array of costs increments is sorted in ascending order and the first

∥

∥S∗
p (k)

∥

∥

elements of the sorted array determine the switching variables to be set to s, keeping
the others equal to 0. This way, we reach the solution by computing n individual costs
increments and by sorting the n element costs array, which makes the computational
complexity of the individual voltage balance equal to the complexity of the used sorting
algorithm, i.e., O(n2) for a simple selection sort.

3.2.2 Clusters Voltages Balance

Usually, in order to obtain the optimal switching vector in a, b, c coordinates S∗
a,b,c =

[S∗
a , S

∗
b , S

∗
c ]

T for computing the individual voltage balance in (3.5), the optimal vector
S∗
α,β is transformed into the a, b, c reference frame by setting the homopolar component

to zero and applying the inverse Clarke transformation (in the Appendix).
Often, in the literature, we can find works that introduce a common-mode voltage in the
STATCOM output aiming to reduce the imbalance between the DC-link voltages among
the three phases of the STATCOM, which is referred to as cluster voltage balancing [11].
This thesis introduces the concept of the cluster voltage balance also in the FCS-MPC
framework, which was already known in the literature for standard PI regulators [7, 8, 9].
Once the optimal input S∗

α,β is computed by the current controller, the S∗
a,b,c is selected

among the redundant vectors in order to balance the cluster voltages. From (3.3), the
average capacitor voltages vCp across the three phases are:

vCp(k + 1) = vCp(k) +
Ts

Ceq

Sp(k) · ip(k), p ∈ {a, b, c} , (3.6)

where Ceq = C/n is the equivalent capacitance of one cluster.
The cluster voltage balancing problem is added between the two aforementioned opti-
mization layers and it is formulated as follows:
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S∗
a,b,c (k) = min

Sa,b,c(k)

∥

∥

∥
VDC

a,b,c − vC(a,b,c) (k + 1)
∥

∥

∥

Qcb

(3.7)

+ ∥Sa,b,c (k)− Sa,b,c (k − 1)∥
Pcb

(3.8)

+ ∥Sa (k) + Sb (k) + Sc (k)∥wcb
(3.9)

s. t. vCp (k + 1) = vCp (k) +
Ts

Ceq

Sp (k) · ip (k) , p ∈ {a, b, c} (3.10)

S∗
α,β (k) = T2×3 · Sa,b,c (k) (3.11)

Sa,b,c (k) ∈ Va,b,c, (3.12)

where VDC
a,b,c = [VDC , VDC , VDC ]

T is the 3 × 1 vector containing the rated voltage,

vC(a,b,c) = [vCa (k + 1) , vCb (k + 1) , vCc (k + 1)]
T is the 3 × 1 vectors of the predicted

cluster voltages, Sa,b,c (k) is the switching vector in a, b, c coordinates and Qcb = qcb × I3
and Pcb = pcb × I3 are 3 × 3 tuning matrices. The first term is a weighted norm of the
deviation of the three cluster voltages from the reference value and the second term is
added to reduce the switching frequency. The optional third term is added in this general
formulation to limit the usage of the common-mode voltage, which is weighted by the
tuning coefficient wcb. The T2×3 matrix is the 2 × 3 Clarke transformation matrix and
the constraint S∗

α,β (k) = T2×3 · Sa,b,c (k) ensures that the control computed by the cur-
rents controller is not affected by this optimization layer, which means, in other words,
that we are only injecting a common-mode voltage without modifying the ³, ´ currents
controlled by the first optimization layer. Since the number of redundant vectors increases
linearly with the number of levels, the algorithm can be simply implemented through an
exhaustive search among the 2n + 1 redundant vectors in the a, b, c coordinates, which
does not substantially affect the computational burden of the overall control.
Algorithm 3.2 summarizes the exhaustive search implementation for solving the cluster
balancing problem.

It starts by computing the switching vector S0
a,b,c (k) by transforming

[

S∗
α (k) , S∗

β (k) , 0
]T

and rounding the result. The matrix T−1
2×3 is introduced to this aim, which is the pseudo-

inverse of matrix T2×3 and performs the inverse Clarke transformation.
Then, the set Va,b,c of feasible vectors in a, b, c coordinates is defined as the collection
of redundant vectors computed as S0

a,b,c (k) + [i, i, i]
T by varying i among all the integer

values between −n and n, i.e., i ∈ {−n, ..., n}.
For each vector belonging to Va,b,c, the costs are computed as in (3.7) and the array of
costs Ccb is used to select the vector associated with the minimum cost.
The condition

∥

∥Si
a,b,c (k)

∥

∥

∞
f n means that the norm of the elements of Si

a,b,c (k) =
[

Si
a, S

i
b, S

i
c

]T
must have a maximum value equal to n (−n f Si

p f n ∀ p ∈ {a, b, c}), to
ensure the feasibility of the computed switching vector. The clusters voltages balance
algorithm has a low computational load compared to the other two sub-problems since it
linearly depends on the number of levels, i.e., it is O(n).
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Algorithm 3.2 Cluster voltages balancing control algorithm.

1: S0
a,b,c (k)← T−1

2×3

[

S (k) , S∗
β (k) , 0

]T

2: initialize c∗cb ←∞, S∗
a,b,c (k)← S0

a,b,c (k)
3: for i← −n to n do

4: Si
a,b,c (k)← S0

a,b,c (k) + [i, i, i]
T

5:

viCp (k + 1)←vCp (k) +
Ts

Ceq

Si
p (k) · ip (k) , p ∈ {a, b, c}

vi
C(a,b,c) ←

[

viCa (k + 1) , viCb (k + 1) , viCc (k + 1)
]T

6:

Ccb(i)←
∥

∥

∥
VDC

a,b,c − vi
C(a,b,c) (k + 1)

∥

∥

∥

Qcb

+

+
∥

∥Si
a,b,c (k)− Sa,b,c (k − 1)

∥

∥

Pcb
+

+
∥

∥Si
a (k) + Si

b (k) + Si
c (k)

∥

∥

wcb

7: if Ccb(i) < c∗cb then

8: if
∥

∥Si
a,b,c (k)

∥

∥

∞
f n then

9: c∗cb ← Ccb(i)
10: S∗

a,b,c (k)← Si
a,b,c (k)

11: end if

12: end if

13: end for

3.2.3 Overall CHB-STATCOM Control

The aim of the STATCOM is to balance the voltage at the PCC through reactive power
injection. Therefore, the controller has to compute the amount of current in quadrature
with the grid voltage to exchange in order to stabilize the PCC at the desired reference
voltage. After sampling the three-phase grid voltage vs(a,b,c), the controller computes the
phase angle through a phase-locked loop (PLL) algorithm. Then, it computes the direct
voltage vsd and compare it with the reference value vrefsd in order to feed a PI regulator
that calculates the needed quadrature current irefq to reach the desired voltage at PCC.
Since the STATCOM is not supplied by any voltage source, the DC-link capacitors have
to be continuously charged in order to compensate for the power losses of the circuit.
Hence, a small amount of active power has to be absorbed from the grid. Therefore, the
needed direct current irefd is computed through a proportional-integral (PI) regulator to
stabilize the average voltage of the DC-link capacitors vC to the rated value VDC .
The direct and quadrature currents are projected into the stationary frame ³, ´ through
the inverse Park transformation (in the Appendix) to obtain the currents reference i

ref
α,β .

Then, the currents controller computes the optimal switching vector in ³, ´ coordinates
S∗
α,β to track the reference currents by solving (2.6). The S∗

α,β vector is transformed into
the a, b, c coordinates through the simple Clarke transformation or by solving the cluster
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voltage balancing in (3.7) to obtain S∗
a,b,c. Finally, the a, b, c vector is used for computing

the switching vectors s∗pi for i = 1, ..., n and p ∈ {a, b, c} by solving the individual voltage
balancing problem in (3.5) and the switching signals are sent to the drivers of the H-
bridges. Fig. 3.2 summarizes the overall control scheme for a CHB-STATCOM controlled
with FCS-MPC.

PI

AVERAGE PER PHASE 
AVERAGE

PLL

Individual
Voltage
Balancing

Cluster
Voltage
Balancing

REFERENCE GENERATION MPC CHB-STATCOM

Current
Controller

-

+

PI+ -

Figure 3.2: Overall CHB-STATCOM FCS-MPC control scheme.

3.2.4 Computational Load Analysis of the FCS-MPC for CHB-

STATCOM

The standard currents control, described in Section 2.4, requires computing 12n2+6n+1
costs.
The clusters voltages balance in Subsection 3.2.2 (Algorithm 3.2.2) requires computing
2n+ 1 costs in order to find the minimum one.
The individual voltages balance in Subsection 3.2.1 (Algorithm 3.1) requires computing
n costs and sorting an array of n element, which is completed in n2/2 − n/2 iterations
for a simple selection sort algorithm.
If we just consider the heaviest parts of the individual voltages balance and of the currents
control, we can notice that 12n2 is 24 times larger that n2/2, while the clusters balance
requires a negligible number of computations, i.e., 2n + 1. Roughly speaking, it means
that the overall computational burden is mainly referred to the currents controller, which
covers the 96% of the overall computations (12/ (12 + 1/2) = 0.96). As it will be clear
lather on, this is true also in practice.
Moreover, in a CHB inverter supplied by DC voltage supplies, the clusters and individual
voltages balance problems can be theoretically avoided, since the DC-link are assumed
to be balanced. The currents control problem, instead, is always needed for every CHB
inverter controlling the output currents, irrespective of the specific application, and it is
not limited to CHB-STATCOMs.
For these reasons, after these preliminary considerations, the focus of this research was
directed to the currents control, which is the main responsible of the computational burden
of the FCS-MPC for CHB-STATCOMs and, in general, for CHB inverters.
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Chapter 4

Machine Learning for FCS-MPC

The computational burden of the currents control quadratically depends on the number
of levels of the converter, which can result in long execution times for a large number
of levels and can force us to increase the length of the sampling interval, leading to a
deterioration of the system performance or the impossibility to implement the controller.
In recent years, machine learning (ML) techniques have been widely used in many en-
gineering fields and in increasingly different application. Specifically, neural networks
(NNs) are well known ML techniques that can be efficiently implemented in real-time
applications thanks to their massive parallelism capability.
This chapter presents the neural network based approach developed during this research,
aiming to reduce the computational time complexity of conventional FCS-MPC for CHB
inverters. The computational cost analysis of the standard algorithm and the proposed
method is shown, underlying the significant improvement of the proposed technique [22].

4.1 Introduction

FCS-MPC is commonly computed by searching for the optimal switching pattern among
all the possible combinations via an exhaustive search algorithm [10]. However, in multi-
level converters, computational complexity rapidly grows with the number of levels of the
converter, making the calculation of the optimal input challenging within the sampling
interval [12].
Significant efforts can be found in the literature to improve the efficiency of the FCS-MPC
algorithm in order to make it implementable in a few tenth microseconds.
In [5, 1], the authors investigate methods that limit the space search of the optimal switch-
ing vector, reducing the computations but slowing down the controller dynamic response.
In [3, 15], authors proposed control strategies that explicitly exploit the dynamical model
of the system. However, they do not compute the control by solving an optimization
problem. In [6], the optimization problem is solved by employing a sphere decoding al-
gorithm. However, it requires the determination of an initial radius and involves several
iterations.
Due to the large number of signals necessary to drive their power switches, multilevel
converters usually employ field programmable gate arrays (FPGAs) because they make
available a large amount of I/O pins necessary for driving the signals of the CHB con-
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verter. Moreover, they are used for acquiring inputs, for the modulation algorithm and
for achieving the highest computational speed [4, 9, 8]. In [4] the authors implemented
the polynomial level FCS-MPC algorithm in [2] by employing a digital signal processor
(DSP) for the main calculations of the control law, supported by an FPGA for reading
the analog input signals, sending the gate signals to the switches and for the hardware
acceleration of the most computationally expensive parts of the algorithm. Due to the
large number of computations needed by the FCS-MPC approach, an effective solution is
to implement the overall control law on the FPGA [7, 13, 14, 11].
In recent years, machine learning techniques have been widely used in many engineering
fields. One popular application in the automatic controls field is to use ML to approxi-
mate a control law that is too computationally expensive to be implemented in real-time.
With offline computations, the ML procedure computes a nonlinear function that embeds
the optimization solver. This function can be used in online implementation in the place
of the original controller. In [16], a shallow NN is trained to learn the MPC law for a
two-level inverter for different circuit parameters and loads. In [19], the same strategy is
applied to reduce the computational cost of a two-level inverter when considering horizons
equal to one, two and three. In [21], horizons one and two are evaluated on a three-level
neutral point clamped topology. In [17], a NN is used for a flying capacitor multilevel
topology. A comparison of timings and space complexity of the algorithm is carried out,
and the number of output neurons linearly depends on the number of levels. In [18], a
comparison between classification and regression NNs for modular multilevel converters is
presented, where regression turns out to be more effective than classification. Timings are
compared for predictive horizons of lengths one and two. In [20], different ML techniques
are compared for approximating MPC on a CHB inverter.
This chapter proposes a methodology to speed-up the FCS-MPC by using neural networks.
It presents the study of the computational cost of the neural network MPC (NN-MPC)
and discusses the comparison with the FCS-MPC.

4.2 Neural Networks for FCS-MPC of CHB Inverters

The idea of this novel approach is to train a NN to learn the optimal control on the basis
of the solution to the optimal problem in Section 2.4, computed offline. This Chapter
assumes that the NN can effectively approximate the control law and it only focuses on
the computational load aspect. The next Chapters of this thesis validate this assumption.

4.2.1 Neural Network for Currents Control

Since the FCS-MPC can be extended to predict more than one future steps, also the
possibility to predict different prediction horizons h was investigated .
Hence, the formulation of the currents controller was extended as follows:

S∗
α,β (k) = min

Sα,β(k)

h
∑

l=1

(

∥

∥

∥
i
ref
α,β (k + l)− iα,β (k + l)

∥

∥

∥

Q
+ (4.1)

+ ∥Sα,β(k + l − 2)− Sα,β(k + l − 1)∥
P

)

s. t. iα,β (k + 1) = A iα,β (k) + B Sα,β (k) + F vs(α,β) (k)

Sα,β(k) ∈ Vα,β ,



4.2. NEURAL NETWORKS FOR FCS-MPC OF CHB INVERTERS 47

where the currents are predicted from the time step k+1 to k+h and the deviation from
their reference value are included in the overall cost function, weighted by the matrices
Q = qi × I2 and P = pi × I2.
For the current control problem, a shallow neural network, namely NNα,β , is trained to
learn S∗

α,β (k) taking as input the same inputs of the minimization problem (4.1), i.e.,

i
ref
α,β (k), iα,β (k), vs(α,β) (k), Sα,β (k − 1). The output outNNα,β

=
[

outNNα
, outNNβ

]T

identifies the axis in the ³, ´ frame where the optimal vector should lay, colored in blue
and red in Fig. 4.1. Since the three phases can output both positive and negative
voltages, considering also the zero, there are 4n+1 possible values for Sα (k) and Sβ (k),
so: outNNα,β

, outNNα,β
∈ {−2n, ..., 2n}. A regression NN is used in order to obtain

continuous values, that has to be processed in order to obtain the discrete switching
vector. Due to the approximation of the neural network, the resulting couple Sα,β(k)
could be an infeasible vector, i.e., it can not lay on the discrete space vector in Fig. 4.1.
In fact, the vector is a feasible combination only when the ³, ´ coordinates lay on axes

Figure 4.1: Space vector Vα,β for a n = 4 CHB inverter.

that are both “even” or both “odd”, i.e., the full-colored dots in Fig. 4.1, which belong
to the set Vα,β ; otherwise, the switching vector has to be reconstructed starting from
outNNα,β

.
If the vector computed by the NN is not a feasible vector, the feasible point closest to
the NN output is chosen. One way is to compute the closest vector in ³, ´ frame, as
summarized in in Algorithm 4.1.
An other way is to project the obtained outNNα,β

into a reference frame in which a feasible
vector is obtained by simply rounding the result. Hence, outNNα,β

is transformed into a
reference frame, in which the ³ axis is delayed by 60

◦

obtaining the S60
α,β vector:
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Algorithm 4.1 Neural network for currents tracking algorithm.

1: procedure CURRENTNNα,β
(irefα,β (k) , iα,β (k) ,vs(α,β) (k))

2: outNNα,β
← NNα,β

(

i
ref
α,β (k) , iα,β (k) ,vs(α,β) (k)

)

3: end procedure

4: axisα,β ← round
(

outNNα,β

)

5: distanceα,β ← outNNα,β
− axisα,β

6: if axisα, axisβ even ( axisα, axisβ odd then

7: axis∗α ← axisα
8: axis∗β ← axisβ
9: else

10: if |distanceα| f |distanceβ | then

11: axis∗α ← axisα
12: axis∗β ← axisβ + sign(distanceβ)
13: else

14: axis∗β ← axisβ
15: axis∗α ← axisα + sign(distanceα)
16: end if

17: end if

18: S∗
α ← axisα/3

19: S∗
β ← axisβ/

√
3

S60
α,β =

√
3

[

cos
(

−Ã

3

)

sin
(

−Ã

3

)

0 1

]

outNNα,β
=





3

2
−
√
3

2
0

√
3



outNNα,β
= T60 outNNα,β

.

In this new reference frame, the feasible points are arranged on a grid with orthogonal
axes. The transformation also provides a scale factor, such that the feasible points have
integer values. In this way, the feasible switching vector is obtained by rounding S60

αβ .
Than, the inverse transformation into the ³, ´ frame leads to:

S∗
α,β =

[ 2
3

1
3

0 1√
3

]

S60
α,β .

The neural network for the currents control with the reference transformation is shown
in Fig. 4.2.

4.2.2 Computational Analysis of the Neural Network Approach

In a feed-forward shallow NN (with only one hidden layer), the total number of sums and
products computed in order to obtain the result depends on the number of inputs, outputs
and hidden neurons. In order to simplify cost analysis, given ni the number of inputs,
it is reasonable to assume that both outputs and neurons are O(ni). The shallow NN
forward propagation can be modeled as a vector-matrix multiplication and the procedure
requires to calculate twice a multiplication between a ni × ni matrix and a ni × 1 vector
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Figure 4.2: Neural network NNα,β for currents control with coordinate transformation.

followed by the ni evaluations of activation functions, resulting in a cost complexity of
O
(

n2
i

)

.
In the proposed setup, the number of inputs and outputs of NNα,β is fixed to 6 and
1 respectively, and does not directly depend on the number n of H-bridges. Thus, the
computational cost of Algorithm 4.1 only depends on the chosen NN architecture and it
can be considered as O (1).
Moreover, the matrix-vector multiplication and the computation of the activation func-
tions can be fully parallelized, further increasing the efficiency of the NN timing perfor-
mance.

4.3 Conclusions

This Chapter presents a neural network based method to speed-up the FCS-MPC for
CHB inverters. It proposes to train a shallow neural network to learn the optimal control
law and to accelerate the computations of the currents controller. The computational
cost analysis is presented, showing a qualitative evaluation of the computational load
advantages of the proposed methodology compared to the standard solution. The neural
network approach has the significant advantage to have a number of computations in-
dependent of the number of levels of the converter, overcoming the other methodologies
existing in the literature.
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Chapter 5

Simple Explicit Solution for

FCS-MPC

The neural network controller turned out to be an effective solution for approximating
the optimal controller, while ensuring a short computation delay. However, it inherently
leads to a sub-optimal solution. For this reason, this research also focused on an analytical
solution to solve the optimal currents control problem in real-time. By taking advantage
of the intrinsic characteristics of this mathematical problem, a simple solution to find the
optimal control input in a few calculations was developed [21].
This Chapter describes the analytical algorithm developed to compute the optimal cur-
rents control problem.
In this Chapter, in order to make the methodology more general, we assume that we want
to apply the computed control input at the start of next sampling interval, which is a
common assumption in digital controllers. It can be underlined that the methods can be
easily simplified to the case where we apply the inputs in the same control interval, if we
want to neglect the computation delays.
As underlined in Fig. 5.1, the controller was designed to meet the following timing dia-
gram:

• at time k, the optimal control input u∗ (k) is applied and the control variable x (k)
of the system is sampled;

• by using the value of x (k) and the applied control input u∗ (k), the state variable
at next time x (k + 1) is obtained by employing the dynamical model of the system;

• for each possible discrete control input u (k + 1), the two-steps ahead state variables
x (k + 2) are computed; the cost function is evaluated for each different prediction
and the optimal input u∗ (k + 1) is selected to be the one that minimizes the cost;

• at next time step, it will be applied and the loop starts again.
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Figure 5.1: Digital controller timing diagram.

5.1 Introduction

As already pointed out, the main disadvantage of FCS-MPC is its large number of com-
putations, which rapidly grows when the converter number of levels increases.
Many works can be found in the literature to reduce the computational burden of the
FCS-MPC algorithm for CHB inverters. A simple approach consists of searching the op-
timum input in a subset of all the possible combinations, as in [4, 2, 1, 3]. For example,
the manuscript [4] limits the search set to the vectors that are nearest to the last applied
vector, reducing the number of calculations to only seven predictions. It leads to a sub-
optimal solution, which is effective in the steady-state but negatively affects the transient
performance.
Other approaches explicitly use the dynamical model of the converter without solving an
optimization problem [9, 15].
By contrast, model-free predictive control avoids using a nominal model [20]. It uses past
data samples to make predictions of future states, creating a data-driven controller that
improves the robustness to parametric variations. However, the optimization problem is
addressed by limiting the search space, leading to a sub-optimal result.
The sphere decoding algorithm was successfully investigated in [10, 18, 19], reducing the
number of computations when using multiple prediction horizons, and it is referred to as
“multistep FCS-MPC” or “long-horizon FCS-MPC”. One of the major problems of this
algorithm is the choice of the initial radius, which strongly affects the computational load
during fast transients. Moreover, the computational improvement relies on the fact that
the search space is limited to the vectors adjacent to the previous control input, implying
a sub-optimal solution.
Despite the improvements when using multiple prediction horizons in motor drives [16, 17],
many applications employ the FCS-MPC formulation with one prediction horizon. In grid-
tied inverters, for instance, the iterative predictions of the output variable would rely on
the prediction of the grid voltage, which is generally not feasible and leads to inaccu-
racy. In [5, 6, 7], authors applied FCS-MPC to a CHB-STATCOM, dividing the overall
optimization problem into sub-problems, strongly reducing the total computational bur-
den. In [5], the authors individually compute the currents and voltages optimization
sub-problems, reducing the computational burden from exponential to polynomial level.
In [8], the authors further improved the currents optimization, proposing an algorithm
with linear complexity. In [11, 12, 14, 13], authors proposed machine learning techniques
to speed up the online implementation of the control. However, the obtained control low
is a sub-optimal solution.
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This Chapter presents the developed analytical method for finding the global optimal
solution of the currents control problem of FCS-MPC for CHB inverters. The main
contribution of this approach is that it allows computing the global optimal switching
vector with a few simple mathematical operations regardless of the number of levels, thus
overcoming the existing methodologies.

5.2 Solution of the Currents Control Problem

The two-step ahead currents model predictive control problem is expressed as:

min
Sα,β(k+1)

∥

∥

∥
i
ref
α,β (k + 2)− iα,β (k + 2)

∥

∥

∥

Q
+ (5.1)

+ ∥Sα,β(k + 1)− Sα,β(k)∥P
s. t. iα,β (k + 1) = A iα,β (k) + B Sα,β (k) + F vs(α,β) (k)

Sα,β(k + 1) ∈ Vα,β ,

where Q and P are the two weighting matrices and i
ref
α,β (k + 2) is the predicted reference

value. The optimal switching vector must belong to Vα,β , the set of all the vectors that
the inverter can physically generate. In order to compute the control at time k + 1, the
currents at time k + 2 must be computed. Iterating the currents equation (2.5), the
following formulation is obtained:

iα,β (k + 2) =A iα,β (k + 1) + B Sα,β (k + 1) + F vs(α,β) (k + 1)

=A2 iα,β (k) + AB Sα,β (k) + AF vs(α,β) (k)

+B Sα,β (k + 1) + F vs(α,β) (k + 1) , (5.2)

with two unknowns: the control input at next time Sα,β (k + 1), which is the variable to
be computed, and the grid voltage at next time vs(α,β) (k + 1), which must be predicted.
It is reasonable to approximate the grid voltage at time k + 1 as the voltage at time k
rotated by one step at line frequency É, as follows:

vs(α,β) (k + 1) = T vs(α,β) (k), T =

[

cos (ÉTs) − sin (ÉTs)
sin (ÉTs) cos (ÉTs)

]

.

With this assumption, the currents at time k + 2 are given by:

iα,β (k + 2) =A2 iα,β (k) + AB Sα,β (k) + (AF + FT) vs(α,β) (k)

+ B Sα,β (k + 1)

=A2 iα,β (k) + E Sα,β (k) + G vs(α,β) (k)

+ B Sα,β (k + 1) . (5.3)

The currents reference at time k + 2 can be predicted by i
ref
α,β(k + 2) = T2i

ref
α,β(k).

The proposed method aims to solve the discrete optimization problem in (5.1) by solving,
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at first, the equivalent continuous problem; then, the discrete solution is obtained based
on the continuous solution. Assuming the variables to be continuous, the problem in (5.1)
becomes a quadratic programming problem since there is a quadratic cost function and
the optimization variables must belong to the hexagonal space vector, which is defined by
linear constraints. This problem can be solved by using standard quadratic programming
solver [22]. However, since the iteration of the Newton-Raphson algorithm can need
several steps, several iterations could be needed, a simple way to solve this quadratic and
constrained problem is proposed.
The overall problem is divided into three distinct steps. First, the equivalent continuous
unconstrained problem is solved; then, the unconstrained solution is projected into the
space vector to find the continuous constrained solution; finally, the discrete optimum
solution is found based on the continuous constrained solution.

5.2.1 Continuous Unconstrained Problem

Let’s call Sc
α,β the continuous unconstrained optimum switching vector. The minimum

problem of the model predictive control in (2.6) becomes:

Sc
α,β = min

Sα,β

(

i
ref
α,β (k + 2)− iα,β (k + 2)

)

TQ
(

i
ref
α,β (k + 2)− iα,β (k + 2)

)

+ (Sα,β − Sα,β (k))
TP (Sα,β − Sα,β (k)) , (5.4)

where Sα,β is the optimization variable and iα,β (k + 2) is predicted by using (5.3). The
solution of (5.4) is simply given by computing the derivative of the cost function with
respect to Sα,β and setting it to zero, which leads to the following result:

Sc
α,β =

(

BTQ B + P
)−1 (

−BTQ A2iα,β (k)−
(

ETQ B + P
)

Sα,β (k)

−BTQ G vs(α,β) (k) + BTQ T2 i
ref
α,β (k)

)

. (5.5)

5.2.2 Continuous Constrained Problem

Once the optimal continuous unconstrained solution is computed, it is needed to compute
S
proj
α,β , i.e., the projection of Sc

α,β into the hexagonal space of feasible solutions. The
hexagonal space is a polytope described by six inequalities. Given n H-bridges per phase,
the vertices of the polytope, by construction, are:
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By simply computing the equations of the lines passing through two consecutive vertices,
it is possible to obtain the constraints of the hexagon, shown in Fig. 5.2. Given m =

√
3

and q = 4n/
√
3, the constraints are:
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constraint 1: Sβ f-mSα+q constraint 2: Sβ g mSα-q

constraint 3: Sβ g-mSα-q constraint 4: Sβ f mSα+q

constraint 5: Sβ f2n/
√
3 constraint 6: Sβ g-2n/

√
3,

(5.7)

where Sα and Sβ are continuous point on the ³ and ´ axes. If one of these inequalities
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Figure 5.2: Space vector with constraints for a n=10 CHB inverter.

is not satisfied for the computed solution Sc
α,β , it is necessary to identify in which region

outside the hexagon the point lays. Once the region is determined, the constrained
solution is computed by projecting the point on the violated constraint, i.e., computing
the point on the violated constraint that minimizes the distance between the solution and
the constraint. Let’s refer to the violated constraint as Sβ = mSα + q, with m and q as
in (5.7). This problem can be expressed as:

S
proj
α,β = min

Sα,β

(

Sα,β − Sc
α,β

)T
(

BTQ B + P
)

(

Sα,β − Sc
α,β

)

(5.8)

s. t. Sβ = mSα + q

= min
Sα,Sβ

([

Sα

Sβ

]

−
[

Sc
α

Sc
β

])T [

w11 w12

w21 w22

]([

Sα

Sβ

]

−
[

Sc
α

Sc
β

])

s. t. Sβ = mSα + q
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where the matrix
(

BTQ B + P
)

is the quadratic term of the cost function. In general,

it does not make sense to weigh the ³ coordinate differently from the ´ coordinate and
Q and P are diagonal matrices. Consequently, w11 = w22 and w12 = w21 = 0, so the
level curves of the cost function are circles and it is possible to find the projection by
simply applying the point-to-line projection formula. Indeed, with these assumptions,
(5.8) becomes:

S
proj
α,β = min

Sα,Sβ

(Sα − Sc
α)

2
+
(

Sβ − Sc
β

)2
(5.9)

s. t. Sβ = mSα + q,

which leads to

Sproj
α = min

Sα

(Sα − Sc
α)

2
+
(

mSα + q − Sc
β

)2
. (5.10)

The solution Sproj
α is simply computed by setting the derivative with respect to Sα to

zero:

{

Sproj
α =

(

Sc
α +m

(

Sc
β − q

))

/
(

1 +m2
)

Sproj
β = mSα + q.

(5.11)

If the violated constraints are two, the projection is one of the vertices of the hexagon.
The constraints that determine the regions are computed by substituting Sc

α, S
c
β with the

vertices in (5.6) in the projection formulas in (5.11): in this way, the separation lines
between the regions are found.
The constraints of the regions are the following, where m̂ = −1/m and q̂ = q/3:

constraint 7: Sβ g-m̂Sα+q̂ constraint 8: Sβ f-m̂Sα-q̂

constraint 9: Sβ g m̂Sα+q̂ constraint 10: Sβ f m̂Sα-q̂

constraint 11: Sα f-2n/
√
3 constraint 12: Sα g2n/

√
3.

(5.12)

Fig. 5.3 shows the different regions outside the hexagonal space vector and underlines the
constraints of the regions. The set Vα,β of feasible points is computed by transforming
in the ³, ´ frame all the a, b, c switching vectors that the inverter can output. The figure
also shows an example of a generic unconstrained solution Sc

α,β that lays outside the
polytope. As evident, the level curves of the quadratic cost function are circles and
the optimal constrained solution is the point related to the lower level curve, i.e., the
projection S

proj
α,β of the point into the hexagon. Tab. 5.1 summarizes the projection rule.

In the first column the regions are listed; in the second one the constraints that define the
regions are shown, where not(∗) means that the constraint is violated; the last column
is related to the projection rule of the different regions, where the solution can be a
projection on an edge or a vertex of the hexagon.

5.2.3 Discrete Problem

Due to the quadratic cost function, the optimal point must be one of the feasible points
close to the continuous constrained solution S

proj
α,β . Since the searched point lays on a
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Figure 5.3: Space vector with level curves for a n=10 CHB-inverter.

plane, the candidate points are four. To simplify the computations, the possible points
Sα,β are scaled as follows:

S̃α,β =

[

3 0

0
√
3

]

Sα,β = HSαβ . (5.13)

The scaled feasible points are equidistant and have integer values. The quadratic part of
the cost function, with the previous assumptions, is given by:

ST
α,β

(

BTQ B + P
)

Sα,β = S̃
T

α,βH
−1

(

BTQ B + P
)

H−1S̃α,β

= S̃
T

α,β


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



w11

9
0

0
w11

3



 S̃α,β = S̃
T

α,βW̃S̃α,β , (5.14)

where, in these new variables, W̃ weights differently ³ and ´ directions and the relative
level curves are ellipses. Since W̃ is a diagonal matrix, the axis of the ellipses are aligned
with ³, ´ axes and, if all the integer values would be feasible points, it would be sufficient
to round the continuous solution S̃

c

α,β to obtain the optimal point. However, only two
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Table 5.1: Projection rule.

Constraint evaluation Projection rule
Region 1 not (1− 7− 8) eq. (5.11): m = m, q = q

Region 2 8− 9 S
proj
α,β = V1

Region 3 not (2− 9− 10) eq. (5.11): m = m, q = −q
Region 4 10− 11 S

proj
α,β = V2

Region 5 not (6− 11− 12) S
proj
α,β =

[

Sc
α,− 2√

(3)
n

]T

Region 6 8− 11 S
proj
α,β = V3

Region 7 not (3− 7− 8) eq. (5.11): m = −m, q = q

Region 8 7− 10 S
proj
α,β = V4

Region 9 not (4− 9− 10) eq. (5.11): m = −m, q = −q
Region 10 9− 11 S

proj
α,β = V5

Region 11 not (5− 11− 12) S
proj
α,β =

[

Sc
α,

2√
(3)

n

]T

Region 12 7− 12 S
proj
α,β = V6

of the four points around S̃
c

α,β are feasible by construction. Once the rounded point is
computed, it is necessary to verify if it is a feasible point. If it is not, the two feasible
points around the continuous solution are evaluated.
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Figure 5.4: Feasible points inside the space vector.
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The distances between them and the continuous solution, weighted by W̃, are computed
and the closest one is the solution of the discrete optimization. Fig. 5.4 shows an example
of a continuous solution with the four points around it. The rounded solution, in the
example, is not a feasible point and, as underlined by the level curves, the optimum point
is [−26, 0]T . The flow chart in Fig. 5.5 summarizes the overall procedure.
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Constraint 6  

No

Compute     as in (7) 
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Yes
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Figure 5.5: Simple explicit solution flow chart.
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5.3 Computational Analysis of the Proposed Algorithm

The first part of the algorithm in Subsection 5.2.1 requires the computation of (5.5),
which can be expressed as:

Sc
α,β = U0 i

ref
α,β (k) + U1 iα,β (k) + U2 S (k) + U3 vs(α,β) (k) , (5.15)

where

U0 =
(

BTQB + P
)−1

BTQT2 U1 = −
(

BTQB + P
)−1

BTQA2

U2 =−
(

BTQB + P
)−1(

ETQB + P
)

U3 = −
(

BTQB + P
)−1

BTQG

are 2×2 matrices computed offline. The online computations are the sum of four 2×2
matrices times 2×1 vectors. The total computations are 16 multiplications and 14 sums.
In order to compute the constrained solution in (5.2.2), the constraints in (5.7) must be
evaluated, which requires 4 multiplications, 4 sums and 6 inequality operators. If one
of them is violated, the projection must be computed and one if-than-else is needed. In
order to identify the region outside the hexagon, the evaluation of constraints in (5.12)
requires 4 multiplications, 4 sums and 6 inequality operators. The projection rule in Tab.
5.1 requires 12 comparisons and the most involved projection rule is in (5.11), which
requires 6 online multiplications and sums. The total computations of this phase are: 14
multiplications, 14 sums and 13 comparisons.
In the discretization of the continuous solution in Subsection 5.2.3, the scaling operation

in (5.13) and the subsequent inverse scaling to compute S̃
proj

α,β and S∗
α,β in the flow chart

in Fig. 5.5 require 4 multiplications. The odd/even α,β in Fig. 5.5 is obtained by taking
the first bit of S̃r

α and S̃r
β , which is the mod2(∗) operator. To compute the vector S̃

r

α,β ,
the round(∗) operator is needed. The dirα,β in Fig. 5.5 is the vector containing the

sign bits of the result of 2 subtractions. Computing the feasible solutions S̃
f1

α,β and S̃
f2

α,β

requires 2 sums, while the 2 distance operators d(∗) require 4 subtractions, 8 multiplica-
tions, 2 sums. The total operations are: 12 multiplications, 4 sums, 6 subtractions (or
6 two’s complement calculations and 6 sums), 2 rounding and 2 comparisons. Tab. 5.2

Table 5.2: Computational analysis of the algorithm for the simple explicit solution of
FCA-MPC.

5.2.1 5.2.2 5.2.3 Overall Procedure
Sums 14 14 10 38
Multiplications 16 14 12 42
Two’s complements 0 0 6 6
Comparisons 0 13 2 15
Rounds 0 0 2 2

summarizes the basic operations needed by the overall procedure. It is clear that, with
this proposed method, only a few number of basic operations are needed to solve the
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discrete optimization problem irrespective of the number of levels, which is a great result,
allowing us to compute the global optimal solution with a small computational burden.

5.4 Conclusions

This Chapter presents a simple analytical explicit solution for FCS-MPC of a CHB con-
verter. The computational cost analysis was carried out and the number of individual
operations was computed. The developed algorithm computes the global optimal solu-
tion with an extremely low computational burden, which is independent of the number
of levels.
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Chapter 6

Simulation Results of the Neural

Network Approach

This Chapter describes the dataset generation and the train procedure of the neural
network controller presented in Chapter 4 and analyzed in terms of computational cost
complexity. The theoretical analysis underlined a significant reduction in the overall com-
putational cost of the proposed method with respect to existing ones. Now the question
is: assuming that we can replace the FCS-MPC with the neural network controller, does
it guarantee the same performance of the original optimal controller?
This Chapter answers to this question, presenting the performance analysis of the NN-
MPC and comparing it with the original FCS-MPC in Matlab/Simulink environment
[10, 2, 5].
After describing the training procedure of the ML algorithms, it presents the analysis
on the approximation capability of the neural networks when the main parameters of the
controller and the system change, i.e., number of level of the converter, tuning parameters
in the cost function, number of hidden neurons in the NNs, and prediction horizons.

6.1 Power System for the CHB-STATCOM Tests

To verify the proposed FCS-MPC, the power system referenced in [4] was as a test bench.
The power system is the 25 kV distribution line shown in the one-line diagram in Fig. 6.1
and comprises a 25 kV 100 MW voltage generator, a power line, a load connected to the 25
kV medium voltage line and a load connected to the grid through a 25 kV/600kV step-up
transformer. A ±10 MVAR distribution STATCOM is connected in the node between
the two loads, able to compensate power surge up to 20 % of the rated 25 kV voltage at
the PCC and it comprises a two-level three–phase inverter connected to the grid through
a step-up transformer.In order to verify the proposed techniques, the original two-level
STATCOM was replaced by the multilevel CHB-STATCOM.
In this work, the power grid was modified to have a more standard value for medium
voltage grid. All the parameters of the benchmark were scaled to obtain a 10 kV 6 MW
power system by keeping all the per unit values equal to the original test bench.
One of the advantages of the multilevel inverter is the possibility to reach an higher voltage
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by increasing the number of levels, such to avoid the use of a step-up transformer. For
this reason, the CHB-STATCOM was designed to be connected to the 10 kV PCC and
capable to account for grid voltage variations of ±20 % of the rated voltage, delivering
±600 kVAR.

3

/

25 kV 100 MW

generator
21 km line

1 MW

load

10 Mvar

D-STATCOM

2 km line

varriable

load

3 MW

load

25 kV/600 kV

3.6 kV/

25 kV

Figure 6.1: One-line diagram of the test bench with the distribution STATCOM.

6.2 CHB Inverters Case Studies

In order to understand the generalization ability of the neural network to deal with the
problem of approximating the optimal currents control, three different case studies were
considered, i.e., three CHB-STATCOM configurations with n = 5, 10, 20 H-bridges, re-
spectively. The inductor was 44 mH, while the capacitors for the three cases were 2600
V - 250 ½F, 1300 V - 500 ½F and 650 V - 1000 ½F, according to the design procedures in
[9, 3], which are values that correspond to commercial components.
In order to understand the effectiveness of the NN to approximate the currents controller,
as well as changing the number of levels, also the weights of the cost function in (4.1) qi
and pi, the number of neurons ¸, and the prediction horizon h were varied.
A set of configurations of n, ¸,(qi, pi) and h were considered and, for each of them, the
data were collected from the simulation, by following the procedure described in the pre-
vious Section 6.3.
Once the dataset was collected, several NNs were trained in Matlab, changing the ac-
tivation functions of hidden and output neurons, training algorithms and performance
indexes.
It turned out that the NN with the best performance had hyperbolic tangent function
(called “tansig” in the Matlab toolbox) in the hidden neurons, linear activation function
(called “purelin” in the Matlab toolbox) in the output neurons, while the Bayesian reg-
ularization (called “trainbr” in the Matlab toolbox) was used for the learning procedure,
considering as performance index the sum squared errors (called “sse” in the Matlab tool-
box).
A shallow NN was employed since it was the simplest architecture and it resulted accurate
enough for the scope of this work.
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6.3 Neural Network Training Procedure

Once the CHB-STATCOM was added in the simulated power system, the standard FCS-
MPC was implemented in order to stabilize the CHB-STATCOM currents, DC-link volt-
ages and the grid voltage al PCC. The controllers were tuned by following standard
empirical methodologies [7, 8, 6]. Then, the test bench was used in order to excite the
system with a sufficiently large set of different inputs, ensuring that the ML algorithms
would have sufficient data to effectively learn the optimal control law. Specifically, the
test bench was used to simulate changes in the voltage source, which propagates through
the grid elements until they reach the node where the STATCOM is connected. Several
step changes in the source voltage were simulated in the interval of [0.8, 1.2] pu voltage. In
this way, the STATCOM, controlled by FCS-MPC, reacted by providing reactive power
in all the range of the rated STATCOM power.
The NN was trained to imitate the currents controller as follows.
The optimization problem for the currents controller, in 2.6, takes as input, at each
time step k, the variables i

ref
α,β (k), iα,β (k), vs(α,β) (k), Sα,β(k − 1) and computes S∗

α,β(k).
During the simulations, the inputs and output of the optimization problem were collected
and stored. Then, the NN was used to map the stored input i

ref
α,β (k), iα,β (k), vs(α,β) (k),

Sα,β(k − 1) to the computed output S∗
α,β(k), such that to emulate the optimal current

controller.
For each carried out test, the data were collected from a simulation of 8 seconds with
80 step changes. Since the controller sampling time was set to 40 ½s, the overall dataset
was composed of 200.000 samples. Starting from this dataset, a further dataset was cre-
ated by perturbing the inputs of the optimization problems (which are i

ref
α,β (k), iα,β (k),

vs(α,β) (k), Sα,β(k − 1)) with random Gaussian noise of ±20 % of the original value and
solving again the control problems for these new data points (hence, computing S∗

α,β(k)).
The original dataset and the perturbed one were merged into one dataset: this procedure
gives robustness to the learning procedure and improves the inference performance.
Once the dataset was collected, the training dataset was build by collecting the 70% of
the overall set, while the validation and the test datasets were 15% of the overall dataset.
The three sets (training, validation, and test) were built by randomly collecting the points
from the overall set. In this way, every NN learning procedure had a different division of
the datasets and computed a slightly different mapping, even if the overall dataset was
the same. Hence, from the same dataset, different NNs were trained and it was possible
to select the one which provided the best closed loop performance.
This procedure was done to reduce the effect of dataset division on the ML performance.
In this work, 10 NNs were trained for the currents controller for each parameter combi-
nation, then the NN with best performance was selected for each configuration.
The NNs were trained using machine learning toolbox in Matlab, while the controlled
inverter was simulated using the Simscape Electrical library in Matlab/Simulink.

6.4 NN-MPC Performance Evaluation

The performance of the different neural networks was compared considering the mean
absolute error (MAE) between current and reference, the switching frequency, the total
harmonic distortion (THD) on steady-state, and evaluating the transient response.
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6.4.1 Different Numbers of Levels

To study the generalization of the NN approach for different levels, three CHB inverters
were considered with n = 5, 10, 20 H-bridges per phase.
The weighting coefficients (qi, pi) were fixed to (1, 0.1) and ¸ = 8 hidden neurons were
considered with prediction horizon h = 1.

Figure 6.2: Steady-state switching frequency n = 5, 10, 20.

Figure 6.3: Steady-state MAE n = 5, 10, 20.

Figure 6.4: Steady-state THD n = 5, 10, 20.
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Fig. 6.2 shows the switching frequency of the controllers for different steady-state condi-
tions of the quadrature current reference. The frequency is not fixed due to the absence
of a modulator and varies according to reference changes.

Figure 6.5: Transient state for n = 5, 10, 20.

Fig. 6.3 presents the MAE, while Fig. 6.4 shows the THD.
Fig. 6.5 presents the transient state, showing the dynamic response to a ∆iq = 1 pu step.
It turned out that the NN-MPC controller provides a slightly lower frequency and har-
monic distortion, compatible reference errors in steady-state and a slightly slower dynamic
response compared to FCS-MPC. Moreover, it follows the optimal controller trend in the
three considered cases, confirming that the NN approximation does not depends on n and
underlying that the NN controllers is a general solution and a promising alternative for
real-time implementation irrespective of the number of levels of the converter.
Tab. 6.1 summarized the average performances.

Table 6.1: Average performances for different levels.

Frequency MEA THD Transient MAE
FCS N = 5 809 Hz 0.0062 pu 3.3445 0.0715 pu
NN N = 5 783 Hz 0.0064 pu 2.6287 0.0704 pu

FCS N = 10 489 Hz 0.0033 pu 1.7212 0.0685 pu
NN N = 10 457 Hz 0.0031 pu 1.2918 0.0698 pu
FCS N = 20 498 Hz 0.0022 pu 1.0205 0.0682 pu
NN N = 20 491 Hz 0.0020 pu 0.6540 0.0725 pu

Further tests were carried out to analyze the system outside the rated conditions to
evaluate the performance of the NN controller in a region outside the training dataset.
In particular, a voltage 20 % higher than the nominal value was applied and a current
20 % higher than the rated value was supplied. The grid voltage was 1.4 pu and the
reference quadrature current step was 1.2 pu.
Fig. 6.6 shows the step response for the n = 10 inverter. A zoom of the ³, ´ currents is
shown highlighting the satisfactory dynamic response.
Fig. 6.7 shows the switching frequencies when applying the two controllers. The NN was
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able to generalize the control law also for operational conditions not considered in the
training dataset. This result is still valid for n = 5 and n = 20 CHB-STATCOMs.

Figure 6.6: Step response outside the nominal range, n = 10.

Figure 6.7: Step response outside the nominal range, n = 10, frequency.

6.4.2 Different Weighting Coefficients (qi, pi)

The weighting factors of the FCS-MPC cost function in (4.1) allow a trade-off between
tracking performances and switching losses. By increasing the ratio qi/pi the controller
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gives higher priority to reference error minimization at the expense of the switching fre-
quency. Once the weighting factors are suitably tuned, it is possible to train the NN that
will approximate the desired controller behavior.
In order to evaluate the NN performance under different tuning parameters, tests were
carried out by varying the FCS-MPC weighting coefficients (qi, pi) between (1, 0), (1, 0.1),
(1, 0.5), (1, 1), (0.5, 1).
The following tests refer to the n = 10 case, with ¸ = 8 and h = 1.
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Figure 6.8: Steady-state switching frequency for different weights.

Figure 6.9: Steady-state MAE for different weights.

Figure 6.10: Steady-state THD for different weights.

Figs. 6.8, 6.9 and 6.10 show the switching frequencies, the MAE and the THD at steady-
state for the different control tunings. By varying the weighting ratio, the performance
gradually changes, as happened in the original, which underlines that the NN were cor-
rectly approximating the FCS-MPC.
As the ratio increases, the MAE and the THD decrease at the expense of a higher switch-
ing frequency. Conversely, as the ratio decreases, the switching frequency becomes lower
but MAE and THD increase. The step response in Fig. 6.11 shows that a low ratio also



76 CHAPTER 6. SIMULATION RESULTS OF THE NN APPROACH

impacts the transient state, increasing both settling time and overshoot, as evident in the
case (qi, pi) = (0.5, 1).

Figure 6.11: Transient operations for different weights.

6.4.3 Different Hidden Neurons η

The trade-off between performance and complexity of the neural network is a key factor
for the on-line implementation. In order to find the best trade-off, tests were carried out
by training NNs with a different number of hidden neurons.
Starting from the data collected for n = 10, (qi, pi) = (1, 0.1), h = 1 case, different NNs
were trained with hidden neurons ¸ equal to 2, 4, 8, 16, 32.
Figs. 6.12, 6.13 and 6.14 show the performance of the different NN architectures, while
Fig. 6.15 presents the transient state.
The tests above showed that even a NN with just two hidden neurons was enough to
stabilize the system. However, its performance was poor if compared to NNs with more
neurons. The performance analysis suggested that ¸ = 4 was sufficient to guarantee
satisfactory results. At the same time, ¸ = 8 was the best option since it generated the
lowest switching frequency and its performance was compatible in term of THD and MAE
with respect to ¸ = 4, 16, 32.

6.4.4 Different Prediction Horizons h

By increasing the prediction horizon of the FCS-MPC, it is possible to improve the over-
all controller’s performance [1]. In order to test the ability of the NN approach to learn
multiple horizons, FCS-MPC tests were carried out by changing the prediction horizon.
Since the increase of the control horizon led to a dramatic increment in computations,
horizons larger than three were not tested.
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Figure 6.12: Steady-state switching frequency for different hidden neurons.

Figure 6.13: Steady-state MAE for different hidden neurons.

Figure 6.14: Steady-state THD for different hidden neurons.

It turned out that horizon h = 2 led to a slightly better performance with respect to the
case h = 1, but no significant improvements were found by changing h from 2 to 3. For
this reason, NNs approximations were tested just for h = 1 and 2.
Figs. 6.16, 6.17 and 6.18 show the steady-state switching frequency, MAE and THD for
the case n = 5, (qi, pi) = (1, 0.5), approximated with ¸ = 8 NNs for horizon h = 1, 2.
The NN-MPC tended to have a slightly lower switching frequency and a slightly higher
THD when compared with the original FCS-MPC.
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Fig. 6.19 presents the transient response of the controllers, showing a slightly lower
settling time of the NN approximations compared to the FCS-MPC.
Tab. 6.2 summarizes the average performance for horizons h = 1, 2.

Figure 6.15: Transient operations for different hidden neurons.

Table 6.2: Average performance for different prediction horizons.

Frequency MAE THD Transient MAE
FCS h=1 760.58 Hz 0.0115 pu 0.0529 0.1042 pu
NN h=1 745.66 Hz 0.012 pu 0.0542 0.1000 pu
FCS h=2 774.75 Hz 0.0096 pu 0.0456 0.1030 pu
NN h=2 766.63 Hz 0.0098 pu 0.0475 0.0921 pu

It can be remarked that, in order to predict the currents of a CHB-STATCOM, the grid
voltage is needed, as shown in the dynamical model in (2.5). The grid voltage is sensed
at each time step k but, in order to make prediction of future horizon larger than 1, the
grid voltages at time k + 1, ..., k + h have to be predicted.
The estimation of the grid voltage at time k+1 is performed by considering the grid volt-
age vector at time k and by rotating it by ÉTs, where É is the nominal voltage frequency,
i.e., 50 Hz in this study. This way, we are assuming that the grid voltage has the same
magnitude and shift in the next instant, which makes simple the computation of future
predictions.
However, making assumptions on the grid voltage leads to inaccuracy, especially in STAT-
COMs applications, where the inverter must react to quick voltage variations. For this
reason, for CHB-STATCOMs, a prediction horizon equal to h = 3 leads to worst per-
formance with respect to h = 2 and, in general, there is not a valuable improvement by
considering prediction horizons greater than h = 1.
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Figure 6.16: Steady-state switching frequency for different prediction horizons.

Figure 6.17: Steady-state MAE for different prediction horizons.

Figure 6.18: Steady-state THD for different prediction horizons.

6.5 Conclusions

This Chapter shows the performance analysis of the neural network controller method
described in Chapter 4 in Matlab/Simulink environment and the comparison with the
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Figure 6.19: Transient operations, different prediction horizons.

standard FCS-MPC.
The generalization of the NN for approximating the FCS-MPC was deeply analyzed by
testing the methods for different number of levels of the converter, weighting factors in the
MPC cost function, number of hidden neurons in the NN, number of prediction horizons.
This study demonstrates that the NN-MPC closely follows the optimal control low be-
havior and it also proves that it is general solution irrespective of the different parameters
of the controller and the converter.
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Chapter 7

Hardware in the Loop Validation

of the Neural Network Approach

This Chapter presents the description at register transfer level (RTL) of the experimen-
tal implementation of the NN-MPC on FPGA platform [4], it evaluates the clock cycles
needed for the algorithms execution and it discusses the actual time spent in computa-
tions on an Intel Cyclone V FPGA (5CSEBA6U23I7) on a Terasic DE-10 Nano board.
This Chapter presents the analysis of the impact of the computation delay on the con-
troller performance via hardware in the loop (HIL) simulation by employing the FPGA,
where the controller was implemented, and the system modeled on Matlab/Simulink en-
vironment.
The HIL tests were carried out for n = 5, 10, 20 cases, the weighting parameters were
fixed to (qi, pi) = (1, 0.1). The number of hidden neurons was ¸ = 8, which resulted to
be the best trade-off between accuracy and cost complexity for the discussed implemen-
tation. The prediction horizon was h = 1 to allow a fair comparison with the FCS-MPC,
since the classical solution is impractical for larger horizons with large number of levels
[3].

7.1 Register Transfer Level Implementation

This Section discusses the register transfer level implementation, presenting the algorith-
mic state machines (ASMs) that describe the sequential steps to be performed by the
control units and showing the combinatorial logic realizing the data path of the designed
digital hardware [4].
All the ASMs and digital circuits drawn in this thesis have a univocal translation in hard-
ware, and were coded in VHDL (very high speed integrated circuits hardware description
language) in the development environment Intel Quartus Prime software.
In the following ASMs pictures, the notation a <= b indicates a signal assignment, i.e.,
the signal called a is physically wired to the signal called b; while a ← b means that the
signal b is the input of the register named a, implying that the register a is updated with
the value of the signal b when the next rising clock edge arises.

82
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7.1.1 Neural Network Implementation on FPGA

The NN trained with the machine learning Matlab toolbox performs the following com-
putations :

• the pre-processing calculation, which normalizes the input of the NN by performing
a subtraction and a multiplication for each input neuron;

• the computation of the the first layer, which involves the matrix-vector multiplica-
tion between the 8× 1 input vector

X =
[

i
ref
α,β (k) , iα,β (k) ,vs(α,β) (k) ,Sα,β(k − 1)

]T

and the 8 × ¸ = 8 × 8 weight matrix W1, followed by the computation of ¸ = 8
activation functions;

• the computation of the the second layer, which involves the matrix-vector multi-
plication between the 8 × 1 output vector of the first layer and the weight matrix
W2 (we do not have to compute an activation function in the second layer for the
chosen architecture);

• the post-processing, which normalizes the output of the NN by performing a sub-
traction and a multiplication for each output neuron.

Fig. 7.1 shows the designed ASM that describes the sequential steps performed by the
control to drive the computations of the ¸ = 8 neural network.
In the ASM, the signals ACCjA and ACCjB are the input signals of the j-th combinatorial
net performing the sum operation, while ACCjO is its output signal.
Similarly, MULTjA and MULTjB are the input signals of the j-th combinatorial net
performing the multiplication, while MULTjO is its output signal.
A number of 8 accumulator circuits and 8 multiplication circuits were instantiated to
perform the computations of the NN, by fully exploiting the parallelism capability of the
¸ = 8 NN.
The pre-processing and post-processing calculations computed by the NN generated by
Matlab were performed in the corresponding states (PRE-PROSESSING1,2,3 and POST-
PROCESSING1,2,3 in Fig. 7.1). The computations of the NN layer were implemented
by using the 8 adders and 8 multipliers opportunely multiplexed to create the pipeline
structure in Fig. 7.2 to speed-up the algorithm: the red lines in the figure underline the
different stages of the pipeline.
The activation function of the hidden layer was computed by using a look-up table (LUT
in the figure).
The designed digital hardware performed the following computations:
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Figure 7.1: Neural network algorithmic state machine.

• Pipeline stage 1: The j-th multiplier performed a multiplication between the ele-
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ment in the j-th column and i-th row of the weight matrix Wl of layer l ∈ {1, 2}
(which is the value Wl

ij) and the element in the j-th row of the input vector X

(which is the value Xj). The 8 multipliers worked in parallel to compute, in one
clock cycle, the 8 individual products that had to be summed up to obtain the
matrix-vector multiplication of the i-th row of Wl and X, i.e., the product Wl

i ·X.

• Pipeline stages 2, 3, 4, 5: The temporary results of the multiplications were summed
in pairs in order to obtain the product Wl

i ·X.

• Pipeline stage 6: The result of the linear combination between the input X and the
Wl

i was fed in the input of the i-th neuron of the l layer. In order to compute the
output of the i-th neuron, the input of the i-th neuron was fed into the LUT that
implements the activation function.

The designed control unit, described in the ASM in Fig. 7.1, started from the 1-st row
of the fist layer weight matrix W1 and proceeded by feeding the pipeline with a new row
of W1every clock cycle, until it reached the 8-th row. It waited 8 plus 5 clock cycles, as
in Fig. 7.1, in order to allow the computations of all the pipeline stages of the last row.
After computing the outputs of the 8 hidden neurons, the control unit employed the same
pipeline by feeding it with the computed output of the first NN layer.
The weight matrix of the second layer W2 was employed and the LUT had not to be
computed for the NN output layer. Hence, the control unit waited for 2 plus 4 clock cycles
to allow the computations of the output of the second layer, which was post-processed to
obtain the result of the overall NN.

+

RST

+ + +

+ +

+

LUT

PIPELINE

STAGE 1

STAGE 1

STAGE 3

STAGE 4

STAGE 5

STAGE 6

CLK

Figure 7.2: Pipeline structure implementing the computations of the NN layer.

The NN output was transformed into S60
α,β(k) in order to compute the feasible switching

vector and the S∗

α,β(k) was obtained as explained in Subsection 4.2.1 (FEASIBILITY1,2

states in the ASM picture, which multiplied the NN output by the matrix T60 and rounded
the result).
It was, then, transformed into the a, b, c coordinate considering null zero-sequence obtain-
ing S0

a,b,c(k) (ABC-TRANSFORM1,2 states in the ASM picture).

7.1.2 Clusters Voltages Balance Implementation on FPGA

The clusters voltages balancing problem was solved by explicitly computing the cost for
all possible a, b, c redundant vectors, as described in the Algorithm 3.2.
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Figure 7.3: Clusters voltages balance algorithmic state machine.

Fig. 7.3 shows the ASM describing the control unit performing the clusters voltages bal-
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ance. In the initialization phase (INIT1,2,3 states in the ASM picture) the cost c∗cb was
initialized to be the maximum stored value, while the optimum value S∗

a,b,c was initial-

ized to be S0
a,b,c. The consta, b, c = [consta, constb, constc]

T values included the term that
were constant during the operations of the same sampling interval (INIT1).
The minimum Smin and maximum Smax values among S0

a, S0
b , S0

c were evaluated in
INIT2 state, by providing the start operations to the two ASMs performing the minimum
and maximum search among the element of the S0

a,b,c vector.
Fig. 7.3 also shows the ASM for the maximum finding (MAX SEARCH in the picture)
and the combinatorial net used for selecting the maximum value between two elements.
The minimum search is omitted since it has the same structure, with the only difference
that the combinatorial net selects the minimum value between the two elements.
The Smin and Smax values were used to compute the maximum and minimum zero-
sequence admissible voltages, i.e., smin

γ and smax
γ (INIT3 state in the picture).

Then, the costs were computed for all the admissible values, which are Si
a,b,c (k) =

S0
a,b,c (k) + [i, i, i]

T
, smin

γ f i f smax
γ , by employing a pipeline structure with 12 ac-

cumulators and multipliers (the stages of the pipeline are delimited by the red lines in the
MIN state in the CLUSTER BALANCING ASM). The control unit scanned all the values
between smin

γ and smax
γ and it waited 8 more clock cycles to empty the pipeline. The

minimum cost c∗cb and the optimal vector S∗

a,b,c were iteratively updated by employing
the comparator circuits in the top-right corner of Fig. 7.3.

START_SELECT_BRIDGES=1

START_SORT_COSTS=1

END_SORT_COSTS

END_SELECT_BRIDGES

ENABLE_SIGNALS=1

START

END_COMPUTE_COSTS

START_COMPUTE_COSTS=1

1

0

1

0

0 1

1

0

1

0

Figure 7.4: Individual voltages balance overall algorithmic state machine.
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7.1.3 Individual Voltages Balance Implementation on FPGA

The individual voltages balancing problem was solved for each phase p ∈ {a, b, c} starting
from the optimal value S∗

p [1].
As discussed in Subsection 3.2.1, it proceeded as follows: the cost for each H-bridge was
computed, then the costs array was sorted in increasing order. The first

∥

∥S∗

a,b,c

∥

∥ H-bridges
were selected to be 1 or −1 according to the sign of S∗

a,b,c, while the others were set to 0
and the computed switching variables s∗pi(k) were translated to the gate signals.
Fig. 7.4 shows the overall ASM describing the control unit that scheduled the four
different steps of the individual voltage balance. The ASMs implementing the different
parts of the algorithm are described as follows.

• The ASM in Fig. 7.5 is related to the computation of the costs array (COMPUTE
COSTS in the picture). In INIT1 and INIT2 the variables that remain constant
during the overall computation (c1 and c2 in Fig. 7.5) were calculated depending
on the sign of S∗

p , which was computed by the clusters voltages problem. If the
most significant bit (MSB) of S∗

p was 0, i.e., S∗

p was positive, the variables spi (k)
could not be negative and s was set to 1.
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Figure 7.5: Individual voltages balance algorithmic state machine: compute costs.
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Otherwise, if the MSB of S∗

p was 1, i.e., S∗

p was negative, the variables spi (k) could
not be positive and s was set to -1.Then, the n costs were evaluated and stored
by employing a five-level pipeline and utilizing 4 adders and 4 multipliers for each
phase p ∈ {a, b, c} , which made it possible to use the 12 total adders and multipliers,
previously used by the cluster balance, for computing the costs Cib,p of the three
phases p in parallel.

• Once the cost array Cib,p was computed, the array had to be sorted in ascending
order to obtain the array C∗

ib,p.
The ASM in Fig. 7.6 (SORT COSTS in the picture) implements the sorting algo-
rithm. For simplicity, a simple selection sort algorithm was implemented. In the
INIT state, the ASM initialized the sorted cost array C∗

ib,p equal to the original
array Cib,p and initialized the costs indexes array Ip. Then, it iteratively performed
a minimum search until the array was fully sorted in ascending order.
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Figure 7.6: Individual voltages balance algorithmic state machine: sort costs.

• The ASM in Fig. 7.7 (SELECT BRIDGES in the picture) scanned the Ip array.
If the i-th element of Ip was less or equal than the number of H-bridges to assert
∥Sp(k)∥, the value spi(k) was set equal to s, otherwise it was kept to 0, as discussed
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in Subsection 3.2.1.
Finally, the switching variable spi(k) was translated into the switching signals for
the four switches of the i-th cell of phase p by the combinatorial functions at the
bottom-right corner of Fig. 7.7.
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Figure 7.7: Individual voltages balance algorithmic state machine: select H-bridges.

In addition to the neural network controller, the standard FCS-MPC currents controller
was also implemented on the FPGA as described in Section 2.4 by exploiting an exhaustive
search among all the possible switching combinations in ³, ´. Since the ASM performing
the exhaustive search is straightforward and since it follows the same structure of the
clusters balance ASM in Fig. 7.3 (which also performs an exhaustive search among all
switching vectors in Va,b,c), the picture of the ASM describing the FCS-MPC current
algorithm is not included in the thesis.
To make a fair comparison, the costs computations were realized by using the same
number of adders and multipliers used for the NN currents controller, multiplexed in an
eight-level pipeline and the computed optimal vector S∗

α,β was, finally, transformed by
setting the homopolar component to 0, obtaining S0

a,b,c.
Considering the steps needed by the exhaustive search, the pipeline, the initialization and
the transformation, the total number of clock cycles needed for the currents control loop
were 12n2 + 6n+ 14.
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Figure 7.8: NN-MPC simulation in ModelSim-Intel for n = 10.

7.2 Hardware in the Loop Results

The two algorithms were implemented on a Terasic DE-10 Nano board equipped with
an FPGA SoC Intel Cyclone V (5CSEBA6U23I7). Each control algorithm was tested
via hardware in the loop setup, where the CHB-STATCOM was simulated in Simulink
environment and the algorithm computations were implemented on the FPGA.
The FPGA in the loop app in Simulink (called “FIL”) was used to generate the VHDL

files to allow the UART (universal asynchronous receiver-transmitter) communication be-
tween the FPGA and Matlab/Simulink and to create a Quartus project that integrated
them with the coded VHDL files describing the designed hardware architectures. At each
time step of the Simulink simulation, one clock cycle pulse was sent to the FPGA and
the ASMs performed one elementary sequential step.
With the described implementation, which employed pipelines, registers sized to 48 bits
and the sharing of the arithmetic resources, the Quartus TimeAnalyzer tool suggested to
use a clock frequency lower than 36 MHz to ensure the correct execution of the compu-
tations. Hence, the simulation step was set equal to the clock time interval required by
the FPGA to correctly performs the operations, which was set to 30ns (to ensure a clock
frequency less than 36MHz).
The clock cycles needed for the two algorithms and the execution times for the different
values of n are reported in Table 7.1.
Fig. 7.8 shows the time spent in the overall NN-MPC computation in the simulation
environment ModelSim-Intel for an n = 10 CHB-STATCOM.

Table 7.1: Computational cost and execution times of FCS-MPC and NN-MPC.

clock cycles n = 5 n = 10 n = 20

Current FCS 12n2 + 6n+ 14 9.58 ½s 35.42 ½s 137.08 ½s

Current NN 31 0.86 ½s 0.86 ½s 0.86 ½s

Clusters 2n+ 19 0.80 ½s 1.08 ½s 1.64 ½s

Voltages 1
2n

2 + 9
2n+ 14 1.36 ½s 3.03 ½s 8.44 ½s

FCS-MPC 25
2 n2 + 25

2 n+ 39 11.75 ½s 39.52 ½s 147.17 ½s

NN-MPC 1
2n

2 + 9
2n+ 45 3.03 ½s 4.97 ½s 10.94 ½s

It can be seen that the execution times of the neural networks were the same, since the
same NN architecture can be used irrespective of the number of levels, as underlined in
the analysis in Subsection 6.4.1. It turned out that the NN-MPC had a much shorter
execution time with respect to the standard FCS-MPC.
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Figure 7.9: Steady-state switching frequency in HIL for n = 10.

Figure 7.10: Steady-state MAE in HIL for n = 10.

Figure 7.11: Steady-state THD in HIL for n = 10.

For the three cases n = 5, 10, 20 ,the results were the following.

• For n = 5, FCS-MPC needed 11.75 ½s while NN-MPC took 3.03 ½s. Thus, the
classic control is implementable in real-time and it is possible to compute the input
within the 40 ½s sampling interval. By the way, NN-MPC took an execution time
about four times smaller.

• For n = 10, FCS-MPC needed 39.52 ½s, which is close to the overall sampling
interval and it forces us to apply the control input at the next sampling interval. The
performance of the standard FCS-MPC is degraded due to the one sampling interval
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Figure 7.12: Step response in HIL for n = 10.

delay. Because of this, it is a common solution to use a delay compensation strategy,
as in [2]. It consists of predicting the two-steps ahead prediction of the currents
iα,β(k + 2) in order to compute the input Sα,β(k + 1) to apply at the beginning of
the next sampling interval, taking into account the one sampling interval delay, as
will be discussed in 5.
By using NN-MPC, the control loop was completed in 4.97 ½s, which was one
order of magnitude less than the conventional FCS-MPC and it made it possible to
apply the input in the same sampling interval. Fig. 7.8 shows the algorithm steps
simulated via ModelSim, while Figs. 7.9-7.12 shows the HIL simulations for n = 10.
Compared with the FCS-MPC with delay compensation, NN-MPC had a similar
performance on the steady-state error and harmonic distortion, as shown in Figs.
7.10 and 7.11.
However, in Fig. 7.9 the steady-state switching frequency of the NN-MPC was still
slightly lower and the dynamic performance of the proposed approach reported in
Fig. 7.12 were superior since it had a faster response and it did not suffer from
the inaccuracy of the two-step forward prediction that leads, in any case, to a
deterioration of the performance.

• For n = 20, the standard control was impractical unless the sampling interval was
increased. The proposed one took 10.94 ½s, which is small enough to permit the
real-time implementation.

The times spent for the NN with ¸ = 8, 4, 2 hidden neurons were similar for the described
implementation since 12 adders and multipliers were used in parallel (the cluster voltages
balancing requires 4 of them for each phase). In particular ¸ = 4 required 27 iterations,
while ¸ = 2 required 25 iterations, resulting in 0.75 ½s and 0.69 ½s.
With the described implementation, without adding extra hardware resources, the NN
with ¸ = 16 required to solve the two loops in the ASM in Fig. 7.1 twice, resulting in
50 iterations. Analogously, the ¸ = 32 NN required to solve the loops four times and 88
iterations were needed.
The execution times spent were about 1.39 ½s and 2,44 ½s for the 2 cases. The FCS-MPC
for n = 10 with horizon h = 2 and 3 took about 89.9 ½s and 852 ½s, while the NN-MPC
required the time for the ¸ = 8 architecture.
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MPC

PCFPGA

Build the Simulink model of the inverter

Solve MPC for different conditions 
and collect data

Train NNs with different parameters

Select NN with best performance index;
train different NNs for that configuration

for different dataset division 

DATA

Test closed-loop performance in 

simulation and select the best NN

FPGA implementation of the NN;
analysis of the maximum clock frequency 

HIL simulation;
evaluation of the closed-loop performance

considering the computations delay

Figure 7.13: Schematic diagram flow of the overall NN-FCS training procedure.
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Fig. 7.13 presents a schematic diagram flow that summarizes the whole procedure, which
embeds (i) the simulation of the FCS-MPC to control the CHB inverter for collecting
data, (ii) the training of the NN, (iii) the selection of the best NN in the closed-loop
performance, (iv) the implementation on FPGA and, finally, (v) the HIL simulation used
to analyze the effect of computation delay.

7.3 Conclusions

This Chapter presents the HW implementation of the NN-MPC described in Chapters
4 and 6 on FPGA platform. It discusses the performance of the proposed method in
terms of clock cycles and time spent in computations and compares the NN approach
to the standard FCS-MPC. Hardware in the loop simulations are presented to show the
impact of the computations delay on the controller performances for the NN-MPC and
the classical FCS-MPC, underlying the superior performance of the proposed technique
with respect to the standard approach.
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Chapter 8

FCS-MPC on CHB-STATCOM

Prototype

This Chapter describes the implementation of the simple explicit solution introduced
in Chapter 5. It presents the analysis of the execution time and the comparison of
the proposed technique to existent methods for solving the currents FCS-MPC. The ex-
plicit solution was experimentally validated by using a 5-level CHB-STATCOM built by
DigiPower Ltd [4]. This Chapter also describes the experimental setup and discusses the
results obtained on the prototype [8].

8.1 Experimental Setup

The experimental setup is composed of a power circuit that handles the energy flow
exchanged among the element of the inverter and the grid and a signal circuit responsible
for sensing the state variable of the system, computing the control law and sending the
gate signals to the drivers of the power switches.

8.1.1 The Power Circuit

The experimental setup in Fig. 8.2 is a 5-level three-phase CHB inverter, which is
composed of n = 2 series-connected H-bridges per phase. Each H-bridge equips four
insulated-bipolar gate transistors (IGBTs, NGTB30N120L2WG) with their four custom
drivers [4]. The DC input buses of the H-bridges are fed by C=0.9 mF DC-link capacitors
(AXCT27900J801DA) used to store energy from the grid. The system is connected to
the grid through a 230/80 V isolation transformer and an L=0.6 mH filter inductor. Tab.
8.1 summarizes the main parameters of the hardware components.

8.1.2 The Signal Circuit

The system is composed of a main control board equipped with a 50 MHz Intel Cyclone
V 5CEBA7F31C8 FPGA, which is responsible for the main calculations and which is
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Figure 8.1: 5-level CHB STATCOM experimental setup.

connected to the other peripheral in a master-slave configuration, performing as a master
and implementing a centralized control.
Each H-bridge equips a Texas Instrument TMS320 F28377SPTPT DSP (digital signal
processor), which can perform distributed control tasks and it is connected to the analog
circuitry that acts as an interface between power and signal circuits. The analog to dig-
ital converters (ADCs) embedded in the DSP are connected to the analog circuits that
measures the DC input voltage (consisting of a voltage divider, an isolation amplifier
ACM1301DWVR and an operational amplifier OPA350, from the power circuit to the
signal circuit) and the output current of the H-bridge (consisting of an LEM transducer
GO 30-SMS and an operational amplifier OPA350).
An external measurement board is used to sample the three-phase grid voltage (equipped
with voltage dividers, isolation amplifiers AMC1301DWVR, amplifiers THS2421 and ana-
log to digital converters ADS7254).
Seven master SPI (serial peripheral interface) modules were designed and instantiated
in hardware into the FPGA, while the H-bridges and the external measurement board
are used as SPI slaves, by using the SPI modules on the DSPs and the ADCs on the
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Table 8.1: Parameters of the 5-level CHB-STATCOM.

Value
PCC voltage RMS 80 V
Grid frequency 50 Hz
Rated power ±2 kVAR
H-bridges per phase n 2
DC-link voltage 80 V

Value
Capacitor C 0.9 mF
Inductance L 0.6 mH
Sampling time Ts 50 ½s
Inductor resistance R 0.5 Ω
Rated current RMS 4 A
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Figure 8.2: Block diagram of the experimental setup.

measurements board, which also implement an SPI-like communication.
Cablings connect the main control board to the DSPs of the six H-bridges and to the
external measurement board, enabling the SPI communication, and directly connect the
main control board output to the drivers of the H-bridges, such that the switching signals
are directly sent from the FPGA.
Fig. 8.2 shows the schematic diagram of the experimental system.

8.2 Implementation on the CHB-STATCOM Prototype

The control algorithm was implemented on the described system by configuring the FPGA
and programming the DSPs, in order to analyze the computational burden of the proposed
algorithm compared to existing methods and to verify the controller performance.
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8.2.1 Hardware-Software Implementation

The simple explicit solution presented in Chapter 5 was implemented on the FPGA
platform by describing in VHDL the flow chart in Fig. 5.5, which can be considered
as the ASM describing the control unit performing the proposed method.
The Nios II soft-processor provided by Intel Altera was instantiated into the FPGA to
handle high-level operations, which were coded in C language. The interval timer core
provided by Altera was added to send an interrupt to the Nios II processor at the start of
every sampling interval Ts. Once the interrupt was handled, the interrupt service routine
(ISR) was executed, which performed the following steps:

• the switching signals computed during the previous sampling interval were sent to
the drivers;

• the master FPGA processor started the SPI communication with the seven slave
peripherals (the six H-bridges and the external measurement board) to sample the
three-phase grid voltage, the DC-link capacitors voltages and the current flowing
through the H-bridges, i.e., the three-phase current exchanged with the grid;

• once the grid voltages were acquired, a start operation signal was sent to the HW
module performing the PLL, implemented in hardware;

• when the end operation signal was asserted by the the PLL module, i.e., the grid
phase voltage was computed, Nios II sent the start operation to the HW module
performing the currents controller operations, which computed S∗

α,β (k + 1);

• when the end operation signal was asserted by the currents controller HW module,
the matrix-vector multiplication performing the inverse Clarke transformation (in
the Appendix) was computed, obtaining S∗

a,b,c (k + 1);

• Nios II sent the start operation to the HW module performing the individual volt-
ages balance, which computed the switching signals s∗pi (k + 1);

• when the end operation was asserted by the individual voltages balance HW module,
the Nios II processor stored the switching signals, that were applied at the beginning
of the next sampling interval, when a new timer interrupt was asserted.

On the other side, the DSPs on the H-bridges, coded in C language, were programmed
to sample currents and voltages when the SPI communication starts. A more exhaustive
discussion about the FPGA-DSP communication is provided in Chapter 10.

8.2.2 Implemented Overall Control Scheme

The control scheme comprised a reference generator for the reference direct current able
to balance the overall capacitor voltage. A PI regulator was employed to compute the
reference direct current irefd capable of stabilizing the average DC-link voltage vC to
the nominal value VDC . The MPC scheme followed the well-known partially stratified
approach, where the currents controller is followed by the voltages balancing controller,
as in [3, 1, 2]. The reference currents were transformed into ³, ´ frame and the currents
controller was computed as in Chapter 5.
This study focused on the currents controller and the optional clusters voltages balance
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was not employed, while the individual voltages balance was implemented as described
in Subsection 7.1.3.
The PI reference generator was tuned based on [7] and the proportional and integral gains
Kid

P and Kid
I were set to 1 and 100. The MPC parameters tuning was carried out by using

the empirical method in [6, 5]. The current control was tuned to obtain a current THD
of about 3%, and the voltage balancing was tuned to ensure a maximum 10% voltage
ripple. Tab. 8.2 lists the weighting factors, where Im is the m×m identity matrix.

Table 8.2: MPC control parameters.

Kid
P Kid

I Q P Qib Pib

Value 1 100 I2 10−3 × I2 In 10−4 × In

Fig. 8.3 shows the diagram of the overall control scheme.

Figure 8.3: Control scheme of FCS-MPC for CHB-STATCOM.

8.2.3 Analysis of the Computational Burden and the Execution

Time

In order to analyze the computational advantages of the proposed technique, a comparison
with two other methodologies is presented. Tab. 8.3 shows the number of elementary op-
erations for the proposed approach compared with “Fast MPC“ in [1] and “B&B Approach”
in [2]. The “Fast MPC” algorithm reduces the computational burden from exponential
to quadratic level. The “B&B Approach” leads to an algorithm of linear complexity with
respect to n, overcoming the previous one. Finally, the proposed approach consists of less
computations for every n > 1 and the number of operations is constant irrespective of n,
further overcoming the other methodologies.

Table 8.3: Computational burden of different approaches.

Fast MPC [1] B&B Approach [2] Explicit Solution
Sums 12n2 + 50n+ 16 16n+ 13 38
Multiplications 48n+ 18 22n+ 27 42
Comparisons 12n2 + 10n+ 2 10n+ 2 15
Rounds 0 2n+ 1 2
Divisions 0 1 0

Tab. 8.4 summarizes the time and the resource utilization of the different parts of
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the implementation on the FPGA, i.e., SPI transmission, phase-locked loop, PI of the
reference direct current, currents controller (CC) and individual voltages balance (IB).

Table 8.4: Time and space utilization on FPGA of the simple explicit solution.

SPI PLL PI irefd CC IB
Time spent [µs] 7.74 1.64 0.52 0.94 0.58
ALMs needed 1178 5620 55.4 2860 2051
Combinational ALUTs 2139 6525 78 4202 3252
Dedicated Logic Registers 1918 918 269 3430 2088
DSP blocks 0 3 0 24 36

Figure 8.4: Tektronix 5 series MSO oscilloscope used in the experimental setup.

8.2.4 Control Performance

The controller performance of the CHB-STATCOM were analyzed in both capacitive and
inductive operational modes for both steady-state and transient conditions. Parametric
variations were applied to the dynamical model to verify the robustness of the controller.
The experimental analyses were carried out by employing the Tektronix 5 series MSO
oscilloscope in Fig. 8.4.

Inductive Mode CHB-STATCOM

Fig. 8.5a shows the steady-state currents for a 4 A RMS inductive current and the related
voltages on capacitors of different phases, i.e., vCa1, vCb1,vCc1.
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(a) Steady-state inductive mode: vCa1, vCb1,vCc1 [10 V/div],

ia, ib, ic [2 A/div], time [10 ms/div].

(b) Steady-state inductive mode: vCa1, vCa2,vCb1,vCb2 [10 V/div],

ia, ib, ic [2 A/div], time [10 ms/div].

(c) Step response inductive mode: vsa, vsb, vsc [40 V/div], ia, ib, ic

[2 A/div], time [4 ms/div].

(d) Steady-state inductive mode: vsa, vsb, vsc [40 V/div], ia, ib, ic

[2A /div], time [10 ms/div].

Figure 8.5: CHB-STATCOM inductive mode.
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Fig. 8.5b shows the steady-state currents and the DC-link voltages on the same phases,
i.e., vCa1, vCa2,vCb1, vCb2. The two figures demonstrate good current reference tracking
performance and voltage balancing performance among capacitors on the same phase and
among DC-link of the different phases.
Finally, Fig. 8.5c shows the step response for the 4 A RMS inductive current reference,
while Fig. 8.5d underlines the phase-shift between grid voltage and currents in the steady-
state inductive mode, i.e., the currents are leading the grid voltages by Ã/2 radians.
Fig. 8.6 shows the 5-level three-phase CHB-STATCOM output voltage and currents when
injecting +2 kVAR into the grid.

Figure 8.6: Steady-state CHB-STATCOM output: va, vb, vc [55 V/div], ia, ib, ic [2 A/div],
time [10 ms/div].

Capacitive Mode CHB-STATCOM

Similarly, the system was tested for the rated current in capacitive mode.
Fig. 8.7a shows the output current underlying the DC-link voltage balance among the
three phases. Fig. 8.7b highlights the balance of the different DC-link capacitors in the
same phase.
Fig. 8.7c and Fig. 8.7d show the step response and steady-state performance of the
system when absorbing 2 kVAR from the grid, i.e., the output currents are lagging the
grid voltage by Ã/2 radians.
Tab. 8.5 summarizes the harmonic components of the output current for both inductive
and capacitive modes when following a 4 A RMS current reference.

Table 8.5: Harmonic components for a 4A RMS 50Hz current.

DC 50 Hz 100 Hz 150 Hz 200 Hz 250 Hz
Inductive [A] 0.086 5.77 0.014 0.011 0.008 0.042
Capacitive [A] 0.108 5.88 0.010 0.017 0.013 0.006

300 Hz 350 Hz 400 Hz 450 Hz 500 Hz
Inductive [A] 0.014 0.021 0.022 0.009 0.006
Capacitive [A] 0.028 0.023 0.037 0.029 0.038
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(a) Steady-state capacitive mode: vCa1, vCb1,vCc1 [10 V/div],

ia, ib, ic [2 A/div], time [10 ms/div].

(b) Steady-state capacitive mode: vCa1, vCa2,vCb1,vCb2 [10 V/div],

ia, ib, ic [2 A/div], time [10 ms/div].

(c) Step response capacitive mode: vsa, vsb, vsc [40 V/div], ia, ib, ic
[2 A/div], time [4 ms/div].

(d) Steady-state capacitive mode: vsa, vsb, vsc [40 V/div], ia, ib, ic

[2 A/div], time [10 ms/div].

Figure 8.7: CHB-STATCOM capacitive mode.
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8.2.5 Robustness

The robustness of the proposed controller was studied by applying parametric variations
to the nominal model used to compute the predictions.
Since the aim of this work was to study the currents control performance, only the pa-
rameters of the currents model were changed, i.e., R and L, while the individual DC-link
voltage balance was kept unchanged.
Figs. 8.8a and 8.8b show the performance when the rated inductance L and resistance R
in the mathematical model are 20 % smaller than the actual values.
Conversely, Figs. 8.8c and 8.8d present the performance when the controller considers R
and L as 20 % larger than the actual values.
Tab. 8.6 summarizes the total harmonic distortion of the three-phase output currents for
both cases and the nominal case, highlighting that the performance of the system is not
degraded by these parametric variations.

Table 8.6: Total harmonic distortion parametric variations.

Nominal Model (R,L)− 20 % (R,L) + 20 %

THD inductive mode 2.965 % 3.146 % 2.984 %

THD capacitive mode 3.287 % 3.252 % 3.498 %

8.2.6 Time Comparison with Existing Approaches

Fig. 8.9a shows the time spent with the proposed approach for different number of levels
compared to the “B&B Approach” [2]. The performance of the “Fast MPC” [1] is omitted
since it quickly exceeds the 50 ½s sampling time for n=3 and 100 ½s for n=4.
To make a fair comparison, the methods were implemented on the same FPGA plat-
form with the same technological choices, i.e., the computations of the controllers were
fully implemented through HW acceleration on the FPGA, only fixed-point arithmetic
operations were used (only the division in the “B&B Approach” in [2] was implemented
with floating-point arithmetic since the division is an ill-conditioned operation), the same
degree of parallelism was employed by using 12 multipliers and accumulators. Fig. 8.9a
also shows the time spent by the overall control in both cases, by including the time for
samplings, computing the PLL, irefd and the voltage balancing procedure. Even if the
proposed currents control requires constant time, the overall time increases due to the
voltage balance.
However, it is clear that, with the proposed approach, we can still control an inverter
with n g 20 within the 50 ½s sampling interval, while the approach in [2] fails if n > 10,
forcing the design of a larger sampling time that leads to performance degradation for
both steady-state and transient operations.
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(a) Steady-state inductive mode −20 % R and L: vCa1, vCb1,vCc1

[20 V/div], ia, ib, ic [2 A/div], time [10 ms/div].

(b) Steady-state capacitive mode −20 % R and L: vCa1, vCb1,vCc1

[20 V/div], ia, ib, ic [2 A/div], time [10 ms/div].

(c) Steady-state inductive mode +20 % R and L: vCa1, vCb1,vCc1

[20 V/div], ia, ib, ic [2 A/div], time [10 ms/div].

(d) Steady-state capacitive mode +20 % R and L: vCa1, vCb1,vCc1

[20 V/div], ia, ib, ic [2 A/div], time [10 ms/div].

Figure 8.8: Steady-state CHB-STATCOM parametric variations.
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(a) Execution times comparison for different levels.

(b) Time reduction of the proposed approach for different levels.

Figure 8.9: Time comparison with “B&B Approach”.

Fig. 8.9b highlights the time reduction of the proposed approach, which shows a time
reduction of 97% for the currents control and 57% for the overall control for n = 10,
which remains stable for n = 20.

8.3 Conclusions

This Chapter presents the implementation of the simple explicit solution for FCS-MPC
of a CHB converter described in Chapter 5.
The proposed method was compared with two well-known approaches in the literature
and tested on a 5-level CHB-STATCOM prototype. The number of elementary operations
and the time spent for the control algorithm was determined and the hardware resources
utilization on FPGA was presented. The proposed method overcomes the existing ones
since it computes the global optimum solution by requiring a few simple operations that
do not depend on the number of levels of the converter.
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Chapter 9

DC Current Injection when Using

Current Transformer Sensors

During the research work on the experimental setup, many problems were faced related
to HW implementation of the algorithms, FPGA debugging process, sampling of mea-
surements, synchronization between the main FPGA and the DSPs, and so on, to name
a few.
In the original experimental setup, the three-phase output currents were not sensed
through the LEM transducers on the H-bridges mentioned in Subsection 8.1.2. They
were sensed by the three current transformer (CTs) sensors TDK CCT27-02 (connected
to amplifier THS2421 and ADC ADS7254 of the external measurement board) in Fig.
9.1 and a large amount of DC current appeared in the output terminals of the CHB-
STATCOM.
This Chapter presents the problem of the DC current injection of the CHB-STATCOM to
the grid caused by the use of CTs. It mathematically analyzes the problem and proposes
a simple solution to eliminate the DC current without the need for extra HW [21, 22].

Figure 9.1: Current transformer sensor TDK CCT27-02.
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9.1 Introduction

A DC current injection can be caused by asymmetry in gate signals or power transistors
outputs, errors in the analog to digital converters, zero-drifting in sensors and signal con-
ditioning circuits [3]. These shortcomings can be attenuated by improving the measuring
circuit or by adding a line-frequency transformer between the converter and the grid, but
with increasing losses, size, and cost of the overall structure.
The CTs are popular sensors due to their galvanic insulation and electromagnetic capa-
bility, their ability to deal with large inrush currents and low cost. However, they largely
amplify the DC current injection problem. In fact, since they are based on the electromag-
netic coupling principle, they are unable to measure the DC component of the circulating
current [15]. As a result, a closed-loop control can only stabilize the AC current, ignoring
the DC component.
Grid-tied converters, such as FACTS devices (like STATCOMs) or photovoltaic inverters,
inject/absorb AC power to/from the grid [2]. Hence, these applications are regulated
by power quality standards, which fix strict limits to the injected DC current because
they increase the losses in distribution transformers, corrode network cabling and lead to
safety issues and saturation of magnetic cores. The imposed limit varies depending on
the country. USA and China tolerate 0.5% of the rated output current, UK and Australia
allow 5 mA while Germany accepts 1 A DC current [20].
Adopted solutions for detecting and suppressing the DC current usually require the use
of extra hardware [13, 5, 6, 7]. For instance, in [5], an extra current sensor is added in
the DC-link of a transformer-less H-Bridge to detect the DC offset in the output phase
currents by measuring the DC-link current during the freewheeling intervals of the unipo-
lar PWM scheme. In [6], the authors proposed a combination of hardware, including
an isolated RC attenuation circuit, and software, an estimation scheme through a DC
component filtering algorithm, for a single-phase PV inverter. In [7], the CT is equipped
with a power amplifier, an additional winding, and a commercial current sensor. The
output of the extra sensor is filtered to obtain the DC component used in the closed-loop
control. In order to reduce the costs of extra hardware, software-based solutions have
been presented in the literature [14, 4, 8, 9, 12]. In [4], the DC current injected by a
static synchronous compensator [1] employing CTs is estimated by filtering the line fre-
quency ripple on the capacitors with a moving average filter. A PI regulator was added
to the standard control scheme [19, 18] to compensate for the detected DC current. In
[8], the DC current injected by a grid-tied inverter is compensated by controlling the DC
component of the output voltage. A PI-based control scheme is employed to compute
d, q currents to compensate for this DC voltage. In [9], a proportional-integral-resonant
controller is proposed to eliminate the DC current of a single-phase PV inverter, which
is estimated from the line frequency ripple of the DC-link voltage. There is a correlation
between the DC current injected by the inverter in the grid and the line-frequency ripple
on the DC-link voltage [12].
For CHB-STATCOM linear control schemes, a strategy for balancing the DC-link voltage
of the three phase clusters is commonly employed and, as presented in Subsection 3.2.2,
this concept can be imported into the FCS-MPC framework [11, 10].
This Chapter proposes the use of a cluster balancing strategy for the FCS-MPC of CHB-
STATCOM to suppress the DC current injected into the grid. Despite the topic was
already addressed for liner controllers, to the authors’ knowledge, it was never faced
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for the MPC strategy. Through extensive theoretical and experimental analyses, this
Chapter demonstrates that the DC output current can be suppressed by controlling the
DC-link voltage of the clusters accomplished by injecting a common-mode voltage. The
proposed approach enables the DC current elimination in MPC-based CHB-STATCOM
with an algorithm that does not require extra sensors and complex filtering procedures.
Moreover, the proposed formulation is simple to implement and computationally efficient.
Thanks to the MPC capability to handle constraints, the injected voltage does not create
unbalances as in [4] or mismatches with the reference current as in [8].
The 5-level CHB-STATCOM employing CTs is used as a demonstrator for the proposed
algorithm, validating the effectiveness of the proposed strategy.
A comparison with a standard PI approach is provided underlying the differences and
advantages of the proposed technique.

9.2 DC Current Injection Problem and Solution

This Section describes the relation between the DC output current and the DC input volt-
age of the cluster. It proves that, by adding the cluster voltage balance, which aims to re-
duce the ripple on the cluster voltage, the DC output current is automatically eliminated,
by introducing a common-mode voltage in the output terminals of the CHB-STATCOM.

9.2.1 Link Between DC Current and Cluster Voltage

It is well–known in the literature that, by using CT sensors, a DC current is generated at
the output of the STATCOM [4]. Let us assume that we have a DC current in the output
of the cluster p of the CHB-STATCOM, the simplified model of the individual cluster can
be drown as in Fig. 9.2. The relationship between the current on the AC side ip (t) of

DC side AC side

Figure 9.2: Simplified individual cluster of the CHB-STATCOM.

PI

PLL

AVERAGE PER PHASE 
AVERAGE

+
-

Individual
Voltage
Balancing

Cluster
Voltage
Balancing

REFERENCE GENERATION MPC CHB-STATCOM

Current
Controller

Figure 9.3: CHB-STATCOM overall control scheme with clusters balance.
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the cluster and the DC-link voltage vCp (t) is:

Ceq

dvCp (t)

dt
= iCp (t) = Sp (t) · ip (t)− ilp (t) , (9.1)

where Sp (t) is the switching function, ilp (t) represents the losses in the power circuit and
Ceq is the equivalent capacitor of the overall cluster p defined as Ceq = C/n. Since this
study is focused on the low frequency behavior of the system, the switching function is
assumed to be Sp(t) = S̃ cos(Ét+ϕS), by ignoring high frequency component. When there
is a DC current in the AC side, the STATCOM output current is ip (t) = ĨS cos (Ét+ ϕI)+
IS . By substituting Sp(t) and ip(t) in (9.1), it follows that

Ceq

dvCp (t)

dt
= S̃ cos (Ét+ ϕS) ·

[

ĨS cos (Ét+ ϕI) + IS

]

− ilp(t)

=
S̃ĨS
2

[cos (ϕS − ϕI) + cos (2Ét+ ϕS + ϕI)] (9.2)

+ S̃IS cos (Ét+ ϕS)− ilp (t) ,

obtaining the equation describing the cluster voltage dynamics when a DC current is in
the output, where we can notice that a constant term, a line-frequency and a double
line-frequency ripples appear.
Now, let us consider introducing a DC offset in the switching function Sp (t).
Assuming the switching function Sp (t) = S̃ cos (Ét+ ϕS)+S and substituting it in (9.1),
it follows that the new DC-link voltage dynamics is:

Ceq

dvCp (t)

dt
=
[

S̃ cos (Ét+ ϕS) + S
]

·
[

ĨS cos (Ét+ ϕI) + IS

]

− ilp (t)

=
S̃·ĨS
2

[cos (ϕS − ϕI) + cos (2Ét+ ϕS + ϕI)]

+ S̃·IS cos (Ét+ ϕS) + S · ĨS cos (Ét+ ϕI) + SIS − ilp (t)

=
S̃·ĨS
2

cos (ϕS − ϕI) + S · IS − ilp (t)

+ S̃ · IS cos (Ét+ ϕS) + S · ĨS cos (Ét+ ϕI)

+
S̃·ĨS
2

cos (2Ét+ ϕS + ϕI) . (9.3)

By comparing (9.3) and (9.1) it is clear that, by adding the S term, the constant term
S · IS and the line frequency ripple S · ĨS cos (Ét+ ϕI) are added to the cluster voltage
dynamics, while the double line-frequency ripple is not affected by S.
Since this Chapter refers to a STATCOM, which aims to inject quadrature current (reac-
tive power), the relation ϕI ≃ ϕS ± Ã/2 holds. By consequence, the line frequency ripple
in (9.3) is:
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ĨC sin (Ét+ ϕIC ) = S̃ · IS cos (Ét+ ϕS) + S · ĨS cos (Ét+ ϕI) (9.4)

≃ S̃ · IS cos (Ét+ ϕS) + S · ĨS cos (Ét+ ϕS ± Ã/2)

= S̃ · IS cos (Ét+ ϕS)∓ S · ĨS sin (Ét+ ϕS)

=

√

(S̃IS)
2
+ (SĨS)

2
sin

(

Ét+ ϕS ∓ tan−1

(

S̃ · IS
S · ĨS

))

.

It results that, by injecting S, it is not possible to reduce the amplitude of the line
frequency ripple. By contrast, by introducing S, we can reduce the constant part of the
voltage dynamics in (9.3).

9.2.2 Minimization of the DC Current

Subsection 9.2.1 shows that an offset S in the switching function Sp (t) affects the cluster
voltage dynamics. This Subsection shows that minimizing the error between the reference
voltage VDC and the cluster voltage vCp (t) is equivalent to minimizing the DC current
IS in steady-state condition. Therefore, the cluster balancing algorithm satisfies two ob-
jectives simultaneously: it balances the voltage shared among the clusters and eliminates
the DC current at the output current.
Considering the system at steady-state condition, because of the effect of the upper voltage
control level (the reference generator in Fig. 9.3), it is reasonable to assume vCp (t) ≃ VDC .
Therefore, minimizing the error between VDC and vCp (t) is equivalent to force the equa-
tion in (9.3) to zero, enforcing dvCp (t) /dt→ 0. From the analysis of the ripple in (9.4),
it is clear that S cannot minimize the oscillating part and can only reduce the constant
part of (9.3). Thus, the following holds:

min
S

(vCp(t)− VDC)
2 steady-state≃ min

S

(

Ceq

dvCp (t)

dt

)2

(9.5)

= min
S

(

S̃ · ĨS
2

cos (ϕS − ϕI) + S · IS − ilp (t)

)2

.

By solving this optimization problem, the constant part is forced to approach zero, which
enforces the law:

S =

(

ilp (t)−
S̃ · ĨS
2

cos (ϕS − ϕI)

)

/IS , (9.6)

which, finally, establishes that by increasing the DC offset S in the switching function, the
DC current IS decreases. The result is that the DC current is attenuated by introducing
an offset in the switching function with the aim to minimize the error between reference
and cluster voltage.
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9.2.3 Clusters Voltages Balance for MPC

The clusters voltages balance optimization layer is described in Subsection 3.2.2. The
constraint S∗

α,β (k) = T2×3 · Sa,b,c (k) in (3.7) ensures that the injected common-mode
voltage does not affect the ³, ´ currents controlled by the first optimization layer. In
other words, the offset S is introduced without affecting S̃, ϕS , ĨS , ϕI of (9.3). The
algorithm can be simply implemented by searching among the 2n+1 redundant vectors
in the a, b, c coordinates, as discussed in 7.1.2 and summarized in the flowchart in Fig.
9.4. The overall control scheme is summarized in Fig. 9.3.

NO

NO

YES

YES

NO

YES

END

Figure 9.4: Cluster balancing flow chart for DC current elimination.

9.3 Experimental Results

The proposed strategy was tested on the 5-level CHB-STATCOM described in 8.1, where
the currents are sensed by three TDK CCT27-02 current transformers. The control tuning
parameters of the reference generator, the currents controller and individual voltages
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balance were set as in Section 8.1, while the clusters balance parameters were empirically
set to guarantee a 0.5 pu DC offset, i.e., 0.3A, which leaded to Qcb=I3 and Rcb =10−2×I3
[18, 17, 16].

9.3.1 Experimental Validation of the Theory

(a) CHB-STATCOM MPC with CTs without cluster balancing:
vsa (t) [65 V/div], ia (t) [2.4 A/div], ∆vCa (t) [5 V/div], time [10
ms/div].

(b) CHB-STATCOM MPC with CTs with cluster balancing: vsa (t)
[65 V/div], ia (t) [2.4 A/div], ∆vCa (t) [5 V/div], time [10 ms/div].

Figure 9.5: CHB-STATCOM MPC with CTs without and with cluster balancing.

Fig. 9.5a shows the steady-state output voltage vsa (t), current ia (t) and the error in
cluster voltage ∆vCa (t) = (vCa (t)− nVDC) when a 4 A RMS quadrature current is
given as reference without cluster balancing. The output voltage does not presents a DC
offset while a DC current appears in the output current. Fig. 9.5b shows the waveforms
when using the proposed cluster balancing. As shown, the clusters control layer adds an
offset in the output voltage that eliminates the DC current. The fast Fourier transform
analysis confirms the discussion in Section 9.2. Figs. 9.6, 9.7 and 9.8 show, respectively,
the Fourier expansion of ∆vCa (t), ia (t) and vsa (t) and the amplitude and phase of the
low harmonics are summarized in Table 9.1.
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Figure 9.6: Fourier spectrum of the output voltage.

Figure 9.7: Fourier spectrum of output current.
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Figure 9.8: Fourier spectrum of DC-link voltage error.

Table 9.1: Fourier analysis of vsa (t), ia (t) and ∆vCa (t).

Without cluster balancing
vsa (t) DC 0.49V
vsa (t) 50Hz 118.08 3.82◦V
vsa (t) 100Hz 6.22 0◦V
ia (t) DC 3.44 A
ia (t) 50Hz 5.9 89.09◦A
ia (t) 100Hz 0.06 0◦A
∆vCa (t) DC 2.85V
∆vCa (t) 50Hz 9.5 −89.56◦V
∆vCa (t) 100Hz 4.04 0◦V

With cluster balancing
vsa (t) DC −71.93V
vsa (t) 50Hz 120.1 2.28◦V
vsa (t) 100Hz 4.54 0◦V
ia (t) DC 0.156 A
ia (t) 50Hz 5.88 89.19◦

ia (t) 100Hz 0.15 0◦A
∆vCa (t) DC 1, 12V
∆vCa (t) 50Hz 9.15 177.42◦V
∆vCa (t) 100Hz 4.07 0◦V

By substituting the numerical values extracted from the experiments and shown in Table
9.1 into the formulas presented in the theoretical discussion of Subsection 9.2.1, we can
compare the values expected by the theory to the values actually measured as follows.

• Let us extract the current loss without the cluster balance. In this scenario, the
cluster dynamics is given by (9.2).
In steady-state condition, we assume that the cluster is balanced, which leads to
the assumption that the constant part of dvCa (t) /dt is zero.
By definition, the switching function Sa (t) is equal to the output voltage over the
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nominal cluster DC-link voltage, i.e., Sa (t) = vsa (t) / (n · VDC).
Hence, by setting the constant part of (9.2) equal to zero, the current loss can be
computed as follows:

S̃ · ĨS
2

cos (ϕS − ϕI) = −ila (t)⇒ ila (t) =
S̃ · ĨS
2

cos (ϕS − ϕI)

ila (t) =
118.08
160 × 5.9 A

2
cos (3.82◦ − 89.09◦) = 0.179 A. (9.7)

• The theoretical line frequency ripple of the cluster without the proposed control
layer can be extracted from (9.2) as:

1

Ceq

t
ˆ

0

S̃ · IS cos (ÉÄ + ϕS) dÄ =
S̃ · IS
ÉCeq

sin (Ét+ ϕS)

=
S̃ · IS
ÉCeq

cos
(

Ét+ ϕS −
Ã

2

)

=
118.08
160 × 3.44 A

2×Ã×50×0.9 ½F cos(Ét+3.82◦− 90◦)

= 9 cos (Ét− 86.18◦) V, (9.8)

which is coherent with the measured 9.5 −89.56◦ V.

• Now, we want to study the compensated current loss when the cluster balancing
control is introduced. It can be extracted by setting the constant part of the new
dvCa (t) /dt in (9.3) equal to zero and by substituting the values in Table 9.1, as
follows:

S̃ · ĨS
2

cos(ϕS−ϕI)+S · IS−ila (t)=0⇒ ila (t)=
S̃ · ĨS
2

cos (ϕS−ϕI)+IS · S

ila (t) =
120.1
160 × 5.88 A

2
cos (2.28◦ − 89.19◦)−71.93

160
× 0.156 A = 0.17 A, (9.9)

where the theoretical loss current ila (t) that is coherent with the one computed
in (9.7). Indeed in both scenarios, the DC current produced by the controller
compensates the losses, forcing the cluster dynamics to be zero in steady-state,
verifying the assumption in (9.5).

• The theoretical line frequency ripple on the cluster is extracted from (9.4), as follows:

1

Ceq

t
ˆ

0

ĨC sin (ÉÄ + ϕIC ) dÄ = − ĨC
ÉCeq

cos (Ét+ ϕIC )

= 9.34 cos (Ét+ 179◦) V, (9.10)

which is, again, coherent with the experimentally measured 9.15 177.42◦ V.

• Finally, according to Table 9.1, the double line-frequency ripple in ∆vCa (t) does not
change by introducing the cluster balancing control, as expected from the theoretical
discussion.

Indeed, the Fourier analysis verifies the theoretical reasoning presented in Section 9.2.
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9.3.2 Comparison with the Existing Method

The DC current elimination problem for CTs sensed CHB-STATCOM controlled by PI
regulator was faced in [4]. The standard PI control strategy in [19] was implemented
on the CHB-STATCOM prototype. To compare the proposed methodology with the PI
strategy, the DC current elimination method in [4] was implemented and the steady-state,
dynamic response and computational burden were analyzed. The parameters of the PI
control were tuned based on [4] and are listed in Tab. 9.2. The switching frequency was
set to 2 kHz to make a fair comparison with the MPC, which had 2 kHz average switching
frequency.

Table 9.2: PI control parameters.

Value
KP current control 1
KP voltage control 1
KP DC elimination 0.5
Sampling time Ts 50 ½s

Value
KI current control 100
KI voltage control 0
KI DC elimination 10
Carrier frequency 2kHz

Steady-State Performance

Fig. 9.9a shows the output voltage and current and the cluster ripple of phase a when
controlling the CHB-STATCOM with a standard PI regulator. As expected, a DC current
component appeared in the output current due to the use of CTs. Fig. 9.9b shows the
same waveforms when adding the PI methodology in [4] to compensate the DC current.
To analyze the results, Fourier analysis and THD were computed and the main parame-
ters are summarized in Tab. 9.3.
Both the proposed method and [4] were able to suppress the DC current in the two differ-
ent controllers by introducing a DC offset in the output voltage of the CHB-STATCOM.
In the carried out test, the PI and the MPC experienced, respectively, a 2.73 A and a
3,44 A current offset that resulted in a 58.02 % and 47.78 % current THD. By introduc-
ing the DC current elimination methods, a DC offset was injected in the output voltage
of, respectively, -75 V and -25 V, which resulted in a THD of 61.62 % and 39.17 % for
the two controllers, underlying that the output voltage was more distorted for the MPC.
Despite this, the DC current was kept to 0.156 A for the MPC, against the 0.23 A for the
PI regulator, demonstrating a better DC current suppression in the MPC. Moreover, the
THD of the output current was 4.12 % for the MPC and 6.06 % for the PI, which also
confirmed the overall better performance of the MPC.

Dynamic Performance

To test the dynamic performance of the proposed method, the cluster balancing control
was tested when a DC current was already present in the output current and compared
with the PI method.
Fig. 9.10 shows the currents dynamics in a 10 s time window with a zoom before and
after the activation of the DC elimination method for MPC (Figs. 9.10a, 9.10c) and PI
(Figs. 9.10b, 9.10d).
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(a) PI-controlled CHB-STATCOM without DC current elimination
method: vsa (t) [65 V/div], ia (t) [2.4 A/div], ∆vCa (t) [5.5 V/div],
time [10 ms/div].

(b) PI-controlled CHB-STATCOM with DC current elimination
method: vsa (t) [65 V/div], ia (t) [2.4 A/div], ∆vCa (t) [5.5 V/div],
time [10 ms/div].

Figure 9.9: DC current elimination method for PI-controlled CHB-STATCOM.

Table 9.3: Comparison between PI and MPC.

MPC without DC current elimination

vsa (t) DC 0.49 V

vsa (t) THD 8.79 %

ia (t) DC 3.44 A

ia (t) THD 58.02 %

PI without DC current elimination

vsa (t) DC 0.48 V

vsa (t) THD 35.48 %

ia (t) DC 2.73 A

ia (t) THD 46.78 %

MPC with DC current elimination
vsa (t) DC −71.93 V
vsa (t) THD 61.62 %
ia (t) DC 0.156 A
ia (t) THD 4.12 %

PI with DC current elimination
vsa (t) DC −25 V
vsa (t) THD 39.17 %
ia (t) DC 0.23 A
ia (t) THD 6.06 %
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(a) MPC without clusters balance (ia, ib, ic [2 A/div], time [1

s/div] on the top and [10 ms/div] on the bottom of the figure).

(b) PI without DC elimination (ia, ib, ic [2 A/div], time [1 s/div]

on the top and [10 ms/div] on the bottom of the figure).

(c) MPC with clusters balance (ia, ib, ic [2 A/div], time [1 s/div]

on the top and [10 ms/div] on the bottom of the figure).

(d) PI with DC elimination (ia, ib, ic [2 A/div], time [1 s/div] on

the top and [10 ms/div] on the bottom of the figure).

Figure 9.10: CHB-STATCOM currents dynamics: before and after DC elimination.
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Fig. 9.10a shows the MPC currents when the cluster balancing control was inactive and a
DC component appeared in the output currents of, respectively, 1.22 A, 1.2 A and -2.54 A
for the phases a, b and c. At time 0 s, the cluster balancing control was activated and the
DC component was gradually reduced and essentially eliminated at time 5 s. Fig. 9.10c
shows the output currents once they reached the steady-state. The DC current in the
three phases were reduced to 0.12 A, 0.04 A and -0.18 A respectively, which experimentally
confirmed the validity of the proposed approach.
The same test was carried out for the PI regulator and Fig. 9.10b shows the three-phase
current for a standard PI control with a DC offset of 0.7 A, 0.25 A and -0.84 A for the
phases a, b and c. At time 0 s, the DC current elimination method was activated and,

(a) Dynamic response of PI control: va, vb, vc [50 V/div], ia, ib, ic
[2 A/div], time [4 ms/div].

(b) Dynamic response of MPC: va, vb, vc [50 V/div], ia, ib, ic [2
A/div], time [4 ms/div].

Figure 9.11: Dynamic response of PI and MPC.

after a 3 s transient, the offset was reduced to -0.37 A, -0.13 A and 0.33 A for phases a, b
and c, as shown in Fig. 9.10d. It is possible to see an overshoot, typical of PI regulators,
before the DC current was suppressed. It turned out that, with the use of the proposed
method, the MPC had a better DC current suppression capability with respect to the PI
control and, hence, a better current THD.
Fig. 9.11 shows the step response of the two controllers for a 4 A RMS quadrature current
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reference. Both the DC current elimination methods did not substantially affect the step
performance of the controllers while suppressing the undesired DC component.

Computational Burden

The proposed cluster balancing algorithm in Fig. 9.4 was implemented on FPGA by
fully exploiting the parallelism capability on the algorithm using 3 accumulators and 3
multipliers, as described in Subsection 7.1.2. By taking into account the possibility to
compute up to three sums and multiplications in parallel and considering the required
2n+1 iterations, the time spent by the algorithm was about 0.7 ½s.
The PI DC current elimination required computing a, b, c to d, q transformation, moving
average filter and PI regulator for each phase, which resulted in 1.12 ½s with the same
number of accumulators and multipliers. Hence, both methods had minor influence on the
overall computational burden. The current control of the FCS-MPC was implemented by
using the method described in Chapter 5, while the individual voltage balance algorithm
was computed as described in Subsection 7.1.3. The overall time spent for the FCS-MPC
was 12.12 ½s, which was compatible with the 11.4 ½s spent by the overall PI control.

9.4 Conclusions

This Chapter addresses the problem of eliminating the DC current in the CHB-STATCOM
output terminal when we are controlling the system through FCS-MPC and sensing the
currents by using current transformer sensors.
This Chapter demonstrates that, by adding the cluster voltage balance layer in the CHB-
STATCOM FCS-MPC, we can reduce the voltage imbalance among the clusters and
eliminate the DC current injected by the CHB-STATCOM.
Experimental validation of the proposed solution were carried out with a 5-level CHB-
STATCOM employing CTs.
A comparison with a standard PI approach is given in terms of steady-state and dynamic
operations and computational burden, demonstrating the superior performance of the
proposed technique.
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Chapter 10

Communication Delays

FPGA-DSP

In the final setup, the current transformer sensors were avoided and the LEM (LEM
GO20SMS) sensors embedded on the H-bridges were used to sense the currents. As
mentioned in Section 8.1, each H-bridge is equipped with a measurement circuit to sense
the input DC-link voltage and a measurement circuitry to sense the current, which are
wired to two ADC converters built into the DSP. The DSP is responsible for acquiring the
analog signals, converting them to digital signals and sending them to the master FPGA
via an SPI communication.
However, several problems related to the transmission of the measurements to the master
board were encountered, which resulted in delays in the communication and, thus, a
significant deterioration of the controller performance.
This Chapter discusses the synchronization problems in the FPGA-DSP communication,
showing the impact on the output waveforms and it presents the developed solutions.

10.1 Introduction

DSPs are used in almost all power converters because they provide analog to digital
conversion of sensor measurements (e.g., current, voltage), execution of the control algo-
rithm, implementation of the pulse width modulation (PWM), communication with other
devices and so on. On the other hand, FPGAs are very powerful solutions in highly de-
manding systems with many digital output signals, such as modular multilevel converters,
and-or requiring the execution of the control task in extremely short times [6, 11, 12, 10].
In fact, the possibility to design ad-hoc hardware architectures and the intrinsic FPGA
parallelism capability, make it an effective platform for complex control systems.
In complex topologies or to implement complex control algorithms, power converters use
both DSPs and FPGAs, as in [7]. In this case, a communication strategy must be prop-
erly designed to limit the delay between the the acquisition of the physical data by the
DSP and their transmission to the master controller, i.e., the FPGA. In [3], a distributed
PWM strategy was implemented for a CHB inverter. Each H-bridge comprises a DSP
and communicates with a master DSP via SPI protocol in a networked control system.
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In [4], multiple DSPs and FPGA boards are employed to control a CHB converter for
FACTS applications. The system uses optical fibers for high-speed communications and
conventional serial communication where a relatively low speed is acceptable. In [5], a
control based on DSP and FPGA with high-speed communication interfaces is applied
for grid-tied converters for distributed power generation systems. The communications
between DSP and FPGA were implemented using an external memory interface.
On the other hand, MPC is one of the most computationally expensive advanced con-
trol techniques and it takes significant advantage of the FPGA high performance and
parallelism capability. In [1, 9, 2], authors implement FCS-MPC on a CHB-STATCOM
with reduced computations and employing both DSP and FPGA. However no details on
inter-processor communications are given.
This Chapter focuses on implementation issues of the signal acquisition through the DSP
and the successive transmission of the data to the FPGA via SPI in a the CHB-STATCOM
controlled through FCS-MPC. These problems lead to communication delays that affect
the accuracy of the predictions and strongly negatively affect the output waveforms. This
Chapter considers four different scenarios extracted from practical experience and presents
the effects of communication delays on the output waveforms. The discussion starts from
the worst scenario and, solving specific issues step by step, it reaches the last scenario,
where a practical solution for minimizing the delays is described.

10.2 FPGA-DSP Sampling and Communication

The SPI module on the DSP (slave device in this setup) equips a 16 bit transmission data
register (SPIDAT-DSP), in which the DSP can write the data to sent.
The less significant bit (LSB) of SPIDAT-DSP is connected to the SPI-MISO (SPI master
input slave output) pin of the master FPGA, which is wired to the most significant bit
(MSB) of the data register inside the master SPI module on the FPGA (SPIDAT-FPGA).
On the other side, the MSB of SPIDAT-DSP is connected to the SPI-MOSI (SPI master
output slave input) pin of the master FPGA, which is wired to the LSB of the receiving
register inside the master SPI module on the FPGA (SPIDAT-FPGA). This way, the SPI
communication protocol creates a circular bus between the FPGA and the DSP to share
the data contained in the two data registers.
The master SPI module also provides a clock signal to the SPI slave through the SPI-CLK
pin, to synchronize the transmission of the data: in this design, every bit of the data is
transmitted at the rising edge of the SPI-CLK.
Since the SPI protocol allows having multiple slave peripherals, a chip select signal (SPI-
CS) is asserted by the master module to select the proper slave among the others. In this
setup, one SPI master module is instantiated within the FPGA for each SPI slave module
on the DSPs. Therefore, the SPI-CS is only used to enable the communication between
the master and the slave modules.
The SPI module on the DSP also provides a transmission FIFO (first in first out) buffer
(TX-FIFO) and a transmission buffer register (SPITXBUF). When enabled, the DSP can
write multiple data in the TX-FIFO. The first data of the TX-FIFO is transmitted to the
SPITXBUF and, if the SPIDAT-DSP is empty, the
data is transmitted to the SPIDAT-DSP. The use of the transmission buffer allows the
DSP to acquire more data, that will be forward one by one to the master only when it
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starts the next communication. Moreover, despite the SPI modules on the DSP have 16
bit registers, the DSP provides the possibility to establish a 32 bit communication by
employing the TX-FIFO.
Two ADCs built into the DSP are used to acquire the input voltage and output current of
the H-bridge, which perform a 16 bit conversion and they store the data into two registers.
Fig. 10.1 shows the FPGA-DSP communication scheme.
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Figure 10.1: FPGA-DSP communication schematic of the experimental setup.

10.2.1 Scenario 1: Continuous Sampling

The SPI master module on the FPGA was implemented by using the 32 bit Altera SPI
core intellectual property (IP) [8]. The DSP was programmed to operate the two ADCs
in continuous sampling mode.
The SPI slave module in the DSP employed the TX-FIFO to establish a 32 bit transmis-
sion to send the two 16 bit data (voltage and current) in a single SPI communication.
The DSP continuously wrote the two data in the TX-FIFO by performing two writing
processes and the data was sent by the SPI slave module every time the SPI master
module on the FPGA started a new communication.
Due to the continuous sampling mode, the TX-FIFO was always full. When the FPGA
asked for the data, the DSP transmitted the last value stored in the buffer, which it
turned out to be actually sampled more than one control interval ahead.
The measurements acquired by the FPGA had a delay which affects the predictions com-
puted by the controller. The inaccuracy of the predictions impacted the control perfor-
mance, resulting in distorted output currents and unbalanced DC-link voltages, as shown
in Fig. 10.2.
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Figure 10.2: Scenario 1: ia, ib, ic [2 A/div], vCa1, vCb1,vCc1 [10 V/div], time [10 ms/div].

10.2.2 Scenario 2: One Sample within each Control Interval

Since the continuous sampling and writing in the SPI buffer was the main cause of the
delay, a first improvement was introduced by using a one shot sampling and storing. At
the beginning of the control interval, the FPGA started the SPI communication.
To reduce the time between the sample and transmission, after the transmission was
finished, the DSP waited a certain amount of time before sampling the new data, as
underlined by the timeline in Fig. 10.3.

SPI TX
storing  SPI transmission DSP waits for a time delay

ADC 
conversion

Events
DSP samples 

data

control interval

time

Scenario 2

Figure 10.3: Sampling and communications strategies in scenario 2.

Figure 10.4: Scenario 2: ia, ib, ic [2 A/div], vCa1, vCb1,vCc1 [10 V/div], time [10 ms/div].
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This way, the time between the sampling instant and when the data is transmitted to the
FPGA was reduced by opportunely tuning the delay. Fig. 10.4 shows the output wave-
forms. Despite the improvement, spikes were still presents. In fact, this communication
was still affected by one control interval delay caused by the buffer.

10.2.3 Scenario 3: Elimination of the SPI Buffer

To reduce the delay, the use of the SPI buffer was avoided. Without the buffer, a 32 bit
data transmission was no more possible because of the 16 bit SPI data register. Hence, the
32 bit communication was divided into two distinct 16 bit words. Furthermore, the com-
munication scheme was revised to minimize the time between sampling and transmission
of the data, as shown in Fig. 10.5.
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Figure 10.5: Sampling and communications strategies in scenario 3.

The start of conversion signal of the ADC on the DSP, which was previously asserted via
software, was directly connected to the SPI-CS of the master FPGA. Therefore, when the
FPGA asserted the SPI-CS, which was send to the SPI salve module, starting the SPI
communication, it also started the ADC conversion with the same signal.
When the conversion was finished, the ADC asserted an interrupt to the DSP. The called
ISR stored the sampled data in the SPIDAT-DSP.
On the FPGA side, the Altera SPI master module was configured to add a delay between
the SPI-CS the SPI-CLK to wait for the DSP to correctly convert and store the result in
the SPIDAT-DSP.

Figure 10.6: Scenario 3: ia, ib, ic [2 A/div], vCa1, vCb1,vCc1 [10 V/div], time [10 ms/div].
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Then, the FPGA sent the clock pulses through the SPI-CLK signal and the measured
data was transmitted from the DSP to the FPGA.
Two SPI communications had to be established to transmit the two data, i.e., voltage
and current measurements. Nios II was programmed to write a specific value inside the
SPIDAT-FPGA before starting each communication. The value was sent during the next
SPI transmission and it was used as an identifier by the DSP, which sent the measured
current or the measured voltage at the next SPI communication depending on the specific
value.
This strategy solved the delay introduced by the buffer and Fig. 10.6 underlines the
performance improvements of the output waveforms.
However, the double 16-bit communication introduced an overhead in the transmission
delay compared to a single 32-bit communication. Two 16-bit communications took about
9 ½s, while the 32-bit one was about 6 ½s.
Moreover, it turned out that the use of the Altera SPI core IP in the FPGA led to a short
delay among the different communications. In fact, the transmission of the provided
SPI module could only be started via software from Nios II. Hence, there was a single
line of code to execute to start the communication for each of them, which started the
transmission sequentially, causing a short delay between the previous communication
and the next one, of about 600ns. Therefore, also the sampling instants of the different
currents and voltages were a slightly different.
For instance, phase a and phase b were not sampled simultaneously, and the delay between
the first and sixth communication was about 3 ½s, which further increases if the number
of H-bridges grows.

10.2.4 Scenario 4: Parallel SPI Communications

To eliminate the delay between the SPI communication, the best solution was to start all
the SPI transmission simultaneously. Since the Altera SPI core IP only allows the start
the communication via SW, it is impossible to avoid the delay of the sequential executions
of the Nios II instructions. Hence, during this work, an ad-hoc SPI master module was
designed and, then, described in VHDL to replace the Altera SPI IP.

Figure 10.7: Scenario 4: ia, ib, ic [2 A/div], vCa1, vCb1,vCc1 [10 V/div], time [10 ms/div].
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The main extra feature of the designed module was the possibility to start the communi-
cation through a start operation signal, in the place of the SW instruction.
The i-th SPI master module had its own start of communication (SoCi) signal and all the
SoCi signals were connected together to a unique SoC signal. This way, when the SoC was
asserted, the SPI communications started concurrently. Hence, also the sampling from
the DSP side were started simultaneously and transmitted in the same time window. The
improved communication took about 6 ½s and Fig. 10.7 shows the obtained performance.

10.3 Conclusions

This Chapter discusses the practical issues faced on the ADC sampling and the successive
FPGA-DSP transmission via SPI communication protocol of the data, i.e., the currents
and voltages measurements.
The effects of the communication delays on the MPC performance of the CHB-STATCOM
are discussed and the practical solution found to minimize the delays is presented.
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Chapter 11

Contributions and Conclusions

11.1 Contributions

The research work presented in this thesis provides the following main contributions.

• The application of a shallow neural network for approximating the finite control set
model predictive control (FCS-MPC) of a cascaded h-bridge (CHB) inverter was
investigated. The obtained neural network model predictive control (NN-MPC)
is able to embed the computations of the optimization problem solved online and
can be used in place of the original controller in run-time implementation. The
performance of the NN-MPC was deeply investigated in Matlab/Simulink environ-
ment for different numbers of levels of the converter, weighting coefficients in the
cost function, numbers of hidden neurons and prediction horizons. It turned out
that the neural network approach can effectively approximate the optimal control
law and guarantee compatible performances. The computational complexity of the
proposed approach was studied and the algorithm was implemented on a field pro-
grammable gate array (FPGA) platform to study the actual time spent in computa-
tions. The register transfer level (RTL) implementation was detailed described and
an hardware in the loop (HIL) was created by using the FPGA and the CHB static
synchronous compensator (CHB-STATCOM) simulated on Simulink to test the im-
pact of the computations delay on the performance on the closed-loop controllers.
The short computation delay of the NN-MPC resulted in superior performance with
respect to the standard FCS-MPC.

• An analytical method for a simple explicit solution of the FCS-MPC for a CHB in-
verter was developed. The number of computations needed for the algorithm were
derived and compared with state-of-the-art methodologies. The proposed approach
requires few computations irrespective of the number of levels of the converter, over-
coming the existing techniques. Moreover, it computes the global optimal solution
without introducing approximation errors. The proposed method was implemented
on a 5-level CHB-STATCOM prototype and the controller performance was deeply
studied for different operative conditions, demonstrating the effectiveness of the
proposed controller.
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• A method to eliminate the DC current injected by a CHB-STATCOM employing
current transformer sensors (CTs) was derived in the FCS-MPC framework. The
proposed technique can effectively suppress the undesired DC current that appears
in the output terminal due to the use of CTs. This problem was never faced for
CHB-STATCOM driven by FCS-MPC. The proposed algorithm is simple to imple-
ment, computationally efficient and does not require extra hardware. The method
was tested on a 5-level CHB-STATCOM prototype for steady-state and transient
operations. Its effectiveness was analyzed and compared with the standard PI ap-
proach, demonstrating its superior performances.

• Implementation problems related to the sampling of voltages and currents by the
digital signal processors (DSPs) on the H-bridges and their transmission to the
FPGA via serial peripheral interface (SPI) protocol were summarized. The effect
of the sampling and communication delays on the output currents were described
and practical solutions to minimize the delay were given, improving and optimizing
the controller performance.

11.2 Conclusions

This thesis presented two methods to reduce the computational burden of FCS-MPC for
CHB inverters.
The first method consists on training a shallow NN to approximate the FCS-MPC and
to use the obtained nonlinear function at run-time, in the place of the original controller.
The obtained NN-MPC requires few computations compared to solving the optimiza-
tion problem at run-time, which does not depend on the number of levels. The control
was tested on a CHB-STATCOM in Matlab/Simulink environment to analyze the perfor-
mance of the proposed controller in comparison to the standard FCS-MPC. The NN was
tested for different numbers of levels, weighting parameters of the cost function, numbers
of hidden neurons and prediction horizons. The NN well follows the optimal behavior in
all cases and this deep analysis proved that the proposed NN-MPC is a general approach
to control CHB inverters.
The standard and the proposed algorithm were implemented on FPGA and the time
spent by the computations of the controllers was derived, demonstrating the extremely
low computational burden of the NN-MPC compared to the standard appraoch. HIL
simulations were carried out to analyze the impact of the computations delays on the
controllers, demonstrating the superior performance of the proposed NN-MPC compared
to the standard FCS-MPC.
The second method is an analytical strategy for a simple explicit solution to the FCS-
MPC problem of CHB inverters. The computational cost analysis was carried out and the
number of individual operations was computed. The proposed method was compared with
two state-of-the-art approaches. The method was tested using a 5-level CHB-STATCOM
prototype. The computational time for the control algorithm was determined and the
hardware resources utilization on FPGA was presented. The proposed method overcomes
the existing ones since it needs a few simple computations irrespective of the number of
levels of the converter and it computes the global optimum solution.
The use of CTs in the closed-loop control of a CHB-STATCOM leads to an undesired DC
output current. The problem was already addressed in the literature for linear controllers
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but it was never faced for FCS-MPC. This thesis proposed a method to eliminate the DC
output current by adding a third optimization layer in the overall FCS-MPC optimization
problem. Experimental validation of the proposed solution was carried out on a 5-level
CHB-STATCOM employing CTs. A comparison with a standard PI approach was given
in terms of steady-state, dynamic performance, and computational burden, demonstrat-
ing the superior performance of the proposed technique.
Finally, this thesis discussed the practical issues faced in the sampling of the measure-
ments by the DSP and the DSP to FPGA data transmission via SPI. The effects of the
introduced delays on the performances of the FCS-MPC for CHB-STATCOM were shown
and practical solutions to minimize the delays were described in order to optimize the
performance of the controller.
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Appendix

Clarke Transformation

The Clarke transformation is used to express the three-phase vector from the original
a, b, c reference frame in the ³, ´, µ coordinates, where the first two elements ³ and ´
describe the rotating component of the original vector and the third term µ is the mean
value of the original a, b, c vector.
Given a three-phase vector va,b,c = [va, vb, vc]

T in a, b, c coordinates, the Clarke transfor-
mation is performed as follows:
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Similarly, the inverse Clarke transformation computes the vector in the a, b, c reference
frame starting from a vector in ³, ´, µ coordinates, and the anti-transformation matrix is
simply obtained by inverting the Clarke transformation matrix as follows:
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Reduced Clarke Transformation

In a balanced three-phase system, the sum of the three components of the va,b,c vector
is zero. Hence, the µ component of the transformed vα,β,γ is null and it is sufficient to
describe the vector by using only the two ³, ´ values, reducing the variables of the system
from 3 to 2 and simplifying the mathematical description.
The reduced Clarke transformation is performed as follows:
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In the same way, the reduced anti-transformation is computed by multiplying the vα,β

vector times the pseudo-inverse of the reduced Clarke transformation matrix T2×3, as
follows:
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Fig. 1shows the transformation of the vector from the a, b, c frame to the ³, ´ frame.

Figure 1: Clarke transformation.

Park Transformation

Since in a three-phase system the voltage and current three-phase vectors rotate at a
specific frequency, the Park transformation was introduced to convert the vα,β vector
from the stationary reference frame ³, ´ to the d, q frame, which rotates at the steady-
state frequency of the three-phase system. A vector rotating at a pulsation É in the
stationary coordinates, is a constant vector in the reference frame rotating at the same
pulsation É, thus, further simplifying the mathematical formulation.
The Park transformation to compute the vd,q vector at time t starting from vα,β is
performed as follows:

vd,q =

[

vd
vq

]

=

[

cos (Ét) sin (Ét)
− sin (Ét) cos (Ét)

]

× vα,β .

Similarly, the Park anti-transformation is computed as:
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vα,β =

[

cos (Ét) sin (Ét)
− sin (Ét) cos (Ét)

]

−1

× vd,q =

[

cos (Ét) − sin (Ét)
sin (Ét) cos (Ét)

]

× vd,q.

Fig. 2shows the transformation of the vector from the ³, ´ frame to the d, q frame.

Figure 2: Park transformation.
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