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## Summary

Quantum computation could give an exponential speed-up to quantum simulations. Actually, in the so-called noisy-intermediate scale quantum (NISQ) era, the available devices are composed of a few qubits, are affected by noise and are prone to decoherence. Finding a way to simulate quantum systems that can be run on these devices is not a trivial task and, to this scope, many quantum algorithms have been developed. In particular, the variational quantum eigensolver (VQE) is one of the most promising algorithms to simulate quantum systems on NISQ devices. Nevertheless, this algorithm is affected by some limitations that do not allow us to use it for practical scope. The goal of this thesis is to exploit the symmetries of the systems under consideration to find new strategies to implement the VQE algorithm. This work is divided into two parts: the first one is composed of introductory material while the second one shows the original results achieved in this work. In particular, in chapter 1 we give an overview of the most important concepts of quantum computation and quantum information while 2 illustrate some algorithms used in classical and quantum simulations. In chapter 3 we define a method that optimizes the Hamiltonian to adapt it to the wavefunction through orbital rotations. Chapter 4 improve this method by reducing the required quantum computational resources while 5 show that, for small molecules, the algorithm converges to the natural orbitals single-particle basis set. In chapter 6 the algorithm is generalized to include quasiparticles states and it is applied to $\mathrm{SU}(\mathrm{N})$ fermionic systems. Chapter 7 define a strategy to create optimal hardware-efficient ansätze starting from the correlations caught by an approximated groundstate. In chapter 8 we show how to exploit the spin symmetry of the Hamiltonian to build ansätze preserving it. Finally, in chapter 9 we summarize the obtained results and show how they open the way to future developments.

## Part I

## Introduction

## Chapter 1

## Quantum computation and quantum information

This chapter will give an overview of the basic concepts of quantum computation and quantum information that are fundamentals to understand the results shown in the next chapters $[1,2,3]$.

### 1.1 Qubits

The building blocks of classical computation are the bits, which are variables that can assume the value 0 or 1 . It is possible to define the quantum bits or qubits, that is the unit of information in the realm of quantum mechanics. Consider a two-dimensional Hilbert space $\mathscr{H}$ and define a basis as

$$
\begin{equation*}
|0\rangle=\binom{1}{0} \quad|1\rangle=\binom{0}{1} \tag{1.1}
\end{equation*}
$$

where the Dirac notation has been used. By defining the equivalence relation $\sim$ "differ by a multiplicative constant different from zero", the quotient space $\mathscr{H} / \sim$ can be defined. From now on this space will be the Hilbert space that we will consider and we will use the terms ray, vector and ket indistinctly to refer to the equivalence classes of it. These equivalence classes represent the physical states used to describe a quantum system. A generic ket can be written as

$$
\begin{equation*}
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle \tag{1.2}
\end{equation*}
$$

where $\alpha, \beta \in \mathbb{C}$ and $|\alpha|^{2}+|\beta|^{2}=1$. A useful geometric representation of this ket can be given by considering the following parametrization

$$
\begin{equation*}
|\psi\rangle=\cos \frac{\theta}{2}|0\rangle+e^{i \varphi} \sin \frac{\theta}{2}|1\rangle \tag{1.3}
\end{equation*}
$$

where $\theta \in[0, \pi]$ and $\varphi \in[0,2 \pi)$. These parameters define a point on the surface of the unit three-dimensional sphere, called Bloch Sphere, with cartesian coordinate

$$
\begin{equation*}
\boldsymbol{r}=(\cos \varphi \sin \theta, \sin \varphi \sin \theta, \cos \varphi) \tag{1.4}
\end{equation*}
$$

This can be visualized in figure 1.1 where the basis vectors are on the vertical axis. The mapping between the space of the parameters $(\theta, \varphi) \in \mathbb{R}^{2}$ and the sphere $\mathbb{S}^{2}$ is not one-to-one because, on the poles of the sphere, $\varphi$ is undetermined. This does not have physical consequences because, as explained above, we are considering a quotient space. The other kets $|\psi\rangle$ are uniquely determined by the value of the parameters $\theta$ and $\varphi$. The two-level system


Figure 1.1: Bloch Sphere
described so far is called qubit and the vectors $|0\rangle$ and $|1\rangle$ identify the socalled computational basis. Unlike the classic bit which can assume just two values, the qubit can be in a continuum of states. In principle, this means that it is possible to associate an infinite amount of information into a qubit. To determine the values of these parameters, it is necessary to prepare an ensemble of identical systems and, through quantum tomography, perform measurements to reconstruct the state, as explained in more detail below. The ensemble is composed of a finite number of copies and as a consequence, the coefficients in formulas 1.2 and 1.3 can be determined within a certain error. Then only a finite amount of information can be encoded into a qubit. It is possible to consider a system composed of $n$ qubits, mathematically this is represented as the product of $n$ copies of the Hilbert space defined above

$$
\begin{equation*}
\mathscr{H}^{n}=\bigotimes_{i=1}^{n} \mathscr{H}_{i} \tag{1.5}
\end{equation*}
$$

Physically this describes a quantum system composed of $n$ distinguishable quantum systems. A basis of this space is composed of the $2^{n}$ kets

$$
\begin{equation*}
\left|i_{1}, \ldots, i_{n}\right\rangle=\bigotimes_{j=1}^{n}\left|i_{j}\right\rangle \tag{1.6}
\end{equation*}
$$

where $i_{j} \in\{0,1\}$ and $|\psi\rangle \in \mathscr{H}$ is a linear combination of these vectors

$$
\begin{equation*}
|\psi\rangle=\sum_{i_{1}, \ldots, i_{n}=0}^{1} C_{i_{1} \ldots i_{n}}\left|i_{1}, \ldots, i_{n}\right\rangle \tag{1.7}
\end{equation*}
$$

with $C_{i_{1} \ldots i_{n}} \in \mathbb{C}$ and $\sum_{i_{1}, \ldots, i_{n}=0}^{1}\left|C_{i_{1} \ldots i_{n}}\right|^{2}=1$. A state $|\psi\rangle$ is called separable if it can be written as

$$
\begin{equation*}
|\psi\rangle=\bigotimes_{j=1}^{n}\left|\psi_{j}\right\rangle \tag{1.8}
\end{equation*}
$$

where $\left|\psi_{j}\right\rangle \in \mathscr{H}_{j}$. If this is not possible we say that the state is entangled, and thus cannot be described as a product of states of individual subsystems. As an example, consider the bipartite system $\mathscr{H}_{1} \otimes \mathscr{H}_{2}$ composed of two qubits, the vectors of the basis are $|00\rangle,|01\rangle,|10\rangle,|11\rangle$. The state

$$
\begin{equation*}
|s\rangle=\frac{1}{\sqrt{2}}|0\rangle \otimes(|0\rangle+|1\rangle) \tag{1.9}
\end{equation*}
$$

is a separable state while

$$
\begin{equation*}
|e\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle) \tag{1.10}
\end{equation*}
$$

is an entangled state. This means that the qubits of the system are correlated and a measurement of one of them modifies the state of the other one.

### 1.2 Quantum computation

Classical circuits are made by gates and wires that manipulate and carry around the information respectively. Wires, representing the bits, are drawn with lines going from the left to the right and gates are applied on them to modify the state of one or more bits. Similarly, we define a quantum circuit made by a quantum wire for each qubit and unitary operators called, quantum gates, that modify the state of the qubits. One-qubit gates are represented as black boxes acting on a wire of the circuit

$$
\sqrt{U}
$$

and their matrix representation is expressed in the basis of the vectors 1.6. Examples of one-qubit gates are the Pauli gates

$$
X=\left(\begin{array}{ll}
0 & 1  \tag{1.11}\\
1 & 0
\end{array}\right) \quad Y=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right) \quad Z=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

that, with the identity operator, form a basis for the Hermitian matrices of dimension two and are used to implement the Hamiltonian of a quantum system on a quantum circuit. The matrices form of the useful Hadamard $(\mathrm{H})$, the phase $(\mathrm{S})$ and the $\pi / 8(\mathrm{~T})$ quantum gates are

$$
H=\left(\begin{array}{cc}
1 & 1  \tag{1.12}\\
1 & -1
\end{array}\right) \quad S=\left(\begin{array}{ll}
1 & 0 \\
0 & i
\end{array}\right) \quad T=\left(\begin{array}{cc}
1 & 0 \\
0 & e^{\frac{i \pi}{4}}
\end{array}\right)
$$

Some quantum gates can depend on parameters, like

$$
\begin{gather*}
R_{X}(\theta)=e^{-i \frac{\theta X}{2}}=\left(\begin{array}{cc}
\cos \frac{\theta}{2} & -i \sin \frac{\theta}{2} \\
-i \sin \frac{\theta}{2} & \cos \frac{\theta}{2}
\end{array}\right)  \tag{1.13}\\
R_{Y}(\theta)=e^{-i \frac{\theta Y}{2}}=\left(\begin{array}{cc}
\cos \frac{\theta}{2} & -\sin \frac{\theta}{2} \\
\sin \frac{\theta}{2} & \cos \frac{\theta}{2}
\end{array}\right)  \tag{1.14}\\
R_{Z}(\theta)=e^{-i \frac{\theta Z}{2}}=\left(\begin{array}{cc}
e^{-i \frac{\theta}{2}} & 0 \\
0 & e^{i \frac{\theta}{2}}
\end{array}\right) \tag{1.15}
\end{gather*}
$$

that will be used to create parametrized ansätze of physical systems on quantum circuits. A widely used two-qubits gate is the controlled-not or CNOT gate with the following matrix representation

$$
C N O T=\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{1.16}\\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

One of the qubits is called control and the other one is the target. The state of the control qubit is not modified while the state of the target change if the control is $|1\rangle$. This gate is represented as

where the black dot identifies the control and the circled cross the target qubit. Hadamard, phase, CNOT and the $\pi / 8$ gates form the so-called standard set of the universal gates, this means that every unitary quantum gate
can be approximated with arbitrary error just using this set. Consider the three-bit Toffoli gate

where $\oplus$ is the modulo two addition. This is a universal gate for classical computation because every gate, reversible or not, can be obtained with this. As a consequence, every classical circuit can be built just using these gates. Toffoli gate is unitary so it can be reproduced on a quantum computer, it follows that every classical circuit can be simulated on a quantum one.

### 1.3 Quantum information

The states considered up to now are called pure states and, for a qubit, they live on the surface of the Bloch Sphere. If a system must be considered a statistical mixture of $n$ quantum states $\left|\psi_{i}\right\rangle \in \mathscr{H}$ with probability $p_{i}$, we introduce the ensemble of pure state $\left\{p_{i},\left|\psi_{i}\right\rangle\right\}$ and define the density operator, or density matrix, as

$$
\begin{equation*}
\rho=\sum_{i=1}^{n} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| \tag{1.17}
\end{equation*}
$$

If $n=1$, the density operator for a pure state is obtained, otherwise we say that the system is in a mixed state. Thus, this formalism generalizes the one introduced above. If a closed system evolves under the unitary operator $U$, the density matrix becomes

$$
\begin{equation*}
\rho(U)=\sum_{i=1}^{n} p_{i} U\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| U^{\dagger}=U \rho U^{\dagger} \tag{1.18}
\end{equation*}
$$

It is possible to show that an operator $\rho$ is the density operator associated to some ensemble $\left\{p_{i},\left|\psi_{i}\right\rangle\right\}$ if and only if:

$$
\begin{equation*}
\operatorname{tr}(\rho)=1 \quad \wedge \quad\langle\phi| \rho|\phi\rangle \geq 0 \quad \forall|\phi\rangle \in \mathscr{H} \tag{1.19}
\end{equation*}
$$

By noting that $\operatorname{tr}\left(\rho^{2}\right) \leq 1$, we have

- $\operatorname{tr}\left(\rho^{2}\right)=1 \quad$ for a pure state
- $\operatorname{tr}\left(\rho^{2}\right)<1$ for a mixed state

Consider the Hilbert space $L_{\mathscr{H}}$ of linear operators on $\mathscr{H}$ with the HilbertSchmidt inner product

$$
\begin{equation*}
\left\langle O_{1}, O_{2}\right\rangle \equiv \operatorname{tr}\left(O_{1}^{\dagger} O_{2}\right) \tag{1.20}
\end{equation*}
$$

where $O_{1}, O_{2} \in L_{\mathscr{H}}$. Each linear operator can be written as a linear combination of an orthonormal basis of $L_{\mathscr{H}}$. For the density operator, this basis is composed of Hermitian matrices. In particular, for a qubit, we can define the vector

$$
\begin{equation*}
\boldsymbol{\sigma}=\frac{1}{\sqrt{2}}(X, Y, Z, I) \tag{1.21}
\end{equation*}
$$

where $I$ is the identity matrix of dimension two and $X, Y, Z$ are the Pauli matrices defined in 1.11. It can be easily seen that

$$
\begin{equation*}
\left\langle\sigma_{i}, \sigma_{j}\right\rangle=\delta_{i j} \quad \forall i, j \in\{1,2,3,4\} \tag{1.22}
\end{equation*}
$$

Thus these four matrices form an orthonormal basis for the Hilbert space of the qubit and, for a $n$ qubits system, the basis set is built by considering the tensor product of them. The density operator corresponding to a state living in $\mathscr{H}^{n}$ can be expanded as

$$
\begin{equation*}
\rho=\sum_{i_{1}, \ldots, i_{n}=1}^{4} \frac{\operatorname{tr}\left(\sigma_{i_{1}} \otimes \ldots \sigma_{i_{n}} \rho\right) \sigma_{i_{1}} \otimes \ldots \sigma_{i_{n}}}{2^{n}} \tag{1.23}
\end{equation*}
$$

To univocally determine the density operator we need to obtain in some way the value of the coefficients $\operatorname{tr}\left(\sigma_{i_{1}} \otimes \ldots \sigma_{i_{n}} \rho\right)$ from the experiments. This procedure is called quantum state tomography and, to be performed, requires the concept of measurement. We start by defining a set of measurement operators $\left\{M_{m}\right\}$ such that

$$
\begin{equation*}
\sum_{m} M_{m}^{\dagger} M_{m}=I \tag{1.24}
\end{equation*}
$$

where $I$ is the identity operator and the index $m$ refers to the measurement outcomes that can be obtained from the measure. The probability that the experiment gives the result $m$ is

$$
\begin{equation*}
p(m)=\operatorname{tr}\left(M_{m}^{\dagger} M_{m} \rho\right) \tag{1.25}
\end{equation*}
$$

and the density operator after the measurement is

$$
\begin{equation*}
\rho_{m}=\frac{M_{m} \rho M_{m}^{\dagger}}{\operatorname{tr}\left(M_{m}^{\dagger} M_{m} \rho\right)} \tag{1.26}
\end{equation*}
$$

As an example, consider the density operator of a qubit that, from 1.23 and 1.19, can be written as

$$
\begin{equation*}
\rho=\frac{1}{2}\left(I+\sum_{i=1}^{3} r_{i} \sigma_{i}\right) \quad\|\boldsymbol{r}\| \leq 1 \tag{1.27}
\end{equation*}
$$

where $\boldsymbol{r}=(\operatorname{tr}(X \rho), \operatorname{tr}(Y \rho), \operatorname{tr}(Z \rho))$ is called Bloch vector and can be represented on the Block sphere: if $\|\boldsymbol{r}\|=1$ we have a pure state on the surface of the sphere, otherwise the state is mixed and live in the interior part of it. Now we define the measurement operators in the computational basis

$$
\begin{equation*}
M_{0}=|0\rangle\langle 0| \quad M_{1}=|1\rangle\langle 1| \tag{1.28}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
r_{3}=\operatorname{tr}(Z \rho)=\operatorname{tr}\left(M_{0}^{\dagger} M_{0} \rho\right)-\operatorname{tr}\left(M_{1}^{\dagger} M_{1} \rho\right)=p(0)-p(1) \tag{1.29}
\end{equation*}
$$

Thus $r_{3}$ can be determined, within a statistical precision, by performing measurements in the computational basis on a set of qubits prepared in the same conditions. Moreover, by noting that $X=H Z H$ and $Y=H S Z S^{\dagger} H$, we deduce the following relations

$$
\begin{array}{ll}
r_{1}=\operatorname{tr}(X \rho)=\operatorname{tr}\left(Z \rho_{X}\right)=p(0)-p(1) & \rho_{X}=H \rho H \\
r_{2}=\operatorname{tr}(Y \rho)=\operatorname{tr}\left(Z \rho_{Y}\right)=p(0)-p(1) & \rho_{Y}=H S \rho S^{\dagger} H \tag{1.31}
\end{array}
$$

To prepare $\rho_{X}$ and $\rho_{Y}$ on a quantum circuit, we apply respectively the quantum gates $H$ and $H S$ at the end of the one corresponding to the density operator $\rho$. Physically, this is equivalent to performing rotations along the $X$ and $Y$ axis on the Bloch Sphere before the measurement. So the $\boldsymbol{r}$ can be reconstructed by measuring in the computational basis the two new density operators. On a quantum circuit, the measurement operation is graphically represented with the following symbol


In conclusion, we want to resume the differences between bits and qubits. As shown in the previous sections, a qubit can be in a superposition of the states $|0\rangle,|1\rangle$ and not only assume the two mutually excluding values 0,1 of a classical bit. Nevertheless, giving access to the information encoded in a qubit is not trivial like for a bit because the measurement of a quantum system is involved. As an example, consider the following quantum circuit


The two qubits system is initialized in the state $|\psi\rangle=|00\rangle$. After the application of the quantum gates the state becomes $|\psi\rangle=\frac{1}{\sqrt{2}}(|01\rangle+|10\rangle)$ and, to determine it, a set of measurement must be performed reinitializing the circuit after each measure.

## Chapter 2

## Simulating quantum systems

One of the most promising applications of quantum computation is the simulation of quantum systems. We focus our attention on quantum systems composed of atomic nuclei and electrons. In this chapter, we give an overview of some of the ab-initio classical techniques [4] used to determine the electronic structure of these systems and how a quantum computer could be useful for this purpose [5].

### 2.1 The electronic structure problem

Considering a system composed by $M$ atomic nuclei and $N$ electrons in the non-relativistic regime interacting through the Coulomb potential. In the following, capital letters refer to nuclei while lowercase ones to the electrons. To the electron $i \in 1, \ldots, N$ we can associate the spatial coordinate $\boldsymbol{r}_{i} \in \mathbb{R}^{3}$, in the same manner we can define the spatial coordinates $\boldsymbol{R}_{S} \in \mathbb{R}^{3}$ for the nucleus $S \in 1, \ldots, M$. We collect these variables with the vectors $\boldsymbol{r}$ and $\boldsymbol{R}$ respectively. Since there are no time-dependent potentials, we can write down the time-independent Schrödinger equation in the coordinate space [6]

$$
\begin{equation*}
\mathcal{H} \Psi(\boldsymbol{r}, \boldsymbol{R})=\mathcal{E} \Psi(\boldsymbol{r}, \boldsymbol{R}) \tag{2.1}
\end{equation*}
$$

where $\Psi(\boldsymbol{r}, \boldsymbol{R})=\langle\boldsymbol{r}, \boldsymbol{R} \mid \Psi\rangle$ is an eigenfunction of the system corresponding to the ket $|\Psi\rangle, \mathcal{E}$ is the corresponding eigenenergy and $\mathcal{H}$ is the Hamiltonian expressed in atomic units [4]

$$
\begin{equation*}
\mathcal{H}=-\sum_{i=1}^{N} \frac{\nabla_{i}^{2}}{2}-\sum_{S=1}^{M} \frac{\nabla_{S}^{2}}{2 M_{S}}-\sum_{i=1}^{N} \sum_{S=1}^{M} \frac{Z_{S}}{r_{i S}}+\sum_{S=1}^{M} \sum_{T>S}^{M} \frac{Z_{S} Z_{T}}{R_{S T}}+\sum_{i=1}^{N} \sum_{j>i}^{N} \frac{1}{r_{i j}} \tag{2.2}
\end{equation*}
$$

$M_{S}$ is the mass of nucleus $S, Z_{S}$ is the atomic number of nucleus $S$ and

$$
\begin{equation*}
R_{S T}=\left|\boldsymbol{R}_{\boldsymbol{S}}-\boldsymbol{R}_{\boldsymbol{T}}\right| \quad R_{i S}=\left|\boldsymbol{r}_{\boldsymbol{i}}-\boldsymbol{R}_{\boldsymbol{S}}\right| \quad r_{i j}=\left|\boldsymbol{r}_{\boldsymbol{i}}-\boldsymbol{r}_{\boldsymbol{j}}\right| \tag{2.3}
\end{equation*}
$$

The electronic Hamiltonian, including all the terms depending on the electronic degree of freedom, can be defined as

$$
\begin{equation*}
H=-\sum_{i=1}^{N} \frac{\nabla_{i}^{2}}{2}-\sum_{i=1}^{N} \sum_{S=1}^{M} \frac{Z_{S}}{r_{i S}}+\sum_{i=1}^{N} \sum_{j>i}^{N} \frac{1}{r_{i j}} \tag{2.4}
\end{equation*}
$$

We write the wavefunction as

$$
\begin{equation*}
\Psi(\boldsymbol{r}, \boldsymbol{R})=\sum_{\alpha} C_{\alpha}(\boldsymbol{R}) \psi_{\alpha}(\boldsymbol{r}, \boldsymbol{R}) \quad \alpha=1,2, \ldots \tag{2.5}
\end{equation*}
$$

where $\psi_{\alpha}(\boldsymbol{r}, \boldsymbol{R})$ are the electronic wavefunctions satisfying the Schrödinger equation supposing that the electrons move in the field generated by fixed nuclei

$$
\begin{equation*}
\left(H+\sum_{S=1}^{M} \sum_{T>S}^{M} \frac{Z_{S} Z_{T}}{R_{S T}}\right) \psi_{\alpha}(\boldsymbol{r}, \boldsymbol{R})=E_{\alpha}(\boldsymbol{R}) \psi_{\alpha}(\boldsymbol{r}, \boldsymbol{R}) \tag{2.6}
\end{equation*}
$$

The eigenenergies $E_{\alpha}(\boldsymbol{R})$ and the eigenfunctions depend parametrically on the nuclear coordinates. The coefficient $C_{\alpha}(\boldsymbol{R})$ represent the wavefunction of the nuclear motion. Since the ratio between the electron mass and nuclear masses is $O\left(10^{-3}, 10^{-5}\right)$, we can take into account the Born-Oppenheimer approximation [7]: we suppose that the nuclear motion is much slower than the electronic one, so $\left|\nabla_{R} \psi_{\alpha}(\boldsymbol{r}, \boldsymbol{R})\right| \ll\left|\nabla_{R} C_{\alpha}(\boldsymbol{R})\right|$ and the following equation is obtained

$$
\begin{equation*}
\left(-\sum_{S=1}^{M} \frac{\nabla_{S}^{2}}{2 M_{S}}+E_{\alpha}(\boldsymbol{R})\right) C_{\alpha}(\boldsymbol{R})=\mathcal{E} C_{\alpha}(\boldsymbol{R}) \tag{2.7}
\end{equation*}
$$

To find the solutions of 2.1 under this approximation, one solves the electronic problem and then uses the obtained information to determine the nuclear motion. From now on we fix the nuclear positions and focus on the electronic wavefunction, so we drop the $\boldsymbol{R}$ variables from the equations. Moreover, for each electron, we consider the variables

$$
\begin{equation*}
\boldsymbol{x}_{\boldsymbol{i}}=\left(\boldsymbol{r}_{\boldsymbol{i}}, \omega_{i}\right) \quad i=1, \ldots, N \tag{2.8}
\end{equation*}
$$

,collected into the vector $\boldsymbol{x}$, to include the spin variables $\omega_{i}$ in our discussion. Thus given a set of fixed nuclei, the problem we want to solve is

$$
\begin{equation*}
\left(H+\sum_{S=1}^{M} \sum_{T>S}^{M} \frac{Z_{S} Z_{T}}{R_{S T}}\right) \psi(\boldsymbol{x})=\mathscr{E} \psi(\boldsymbol{x}) \tag{2.9}
\end{equation*}
$$

The nuclear-nuclear interaction is a constant term and will be dropped in the following discussion. Moreover, the state $|\psi\rangle$ will be used instead of
its representation in the space of the positions $\psi(\boldsymbol{x})=\langle\boldsymbol{x} \mid \psi\rangle$. Now, given an Hilbert space $\mathscr{H}$, consider a complete set of orthonormal single-particle states $\left\{\phi_{j}\right\}$ for $j=1,2, \ldots$ It is convenient that the corresponding functions $\left\langle\boldsymbol{y} \mid \phi_{j}\right\rangle$ are chosen in order to verify the boundary condition of the Schrödinger equation: for a system in a periodic nuclear potential, we could use the Bloch wavefunctions [8] while, for a molecule, molecular spin-orbitals are a good choice. Taking into account the indistinguishability of quantum particles and the fermionic statistics of electrons, the n-particles state $|\psi\rangle$ can be expanded on this basis set

$$
\begin{equation*}
|\psi\rangle=\sum_{i_{1}>i_{2}>\ldots>i_{N}=1}^{\infty} c_{i_{1}, i_{2} \ldots, i_{N}}\left|i_{1}, i_{2}, \ldots, i_{N}\right\rangle \tag{2.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|i_{1}, i_{2}, \ldots, i_{N}\right\rangle=\frac{1}{\sqrt{N!}} \sum_{\sigma \in P} \operatorname{sgn}(\sigma) \bigotimes_{j=1}^{N}\left|i_{j}\right\rangle \tag{2.11}
\end{equation*}
$$

is called Slater determinant. $P$ is the set of permutations of the indices $i_{1}, i_{2}, \ldots, i_{N}$ and $\operatorname{sgn}(\sigma)$ is the signature of the permutation $\sigma$. The Slater determinants in equation 2.10 form an orthonormal basis of the antisymmetric product of $N$ identical Hilbert spaces $\mathscr{F}^{N}$. To include states with different numbers of particles we define the Fock space for fermions as

$$
\begin{equation*}
\mathscr{F}=\bigoplus_{k=0}^{\infty} \mathscr{F}^{k} \tag{2.12}
\end{equation*}
$$

where $\mathscr{F}^{0} \equiv \mathbb{C}$ is the one-dimensional Hilbert space corresponding to the state without particles $|0\rangle$ called vacuum state. We note that to define a basis for this space, we only need the occupation of states and the order we give them. Thus, to avoid the redundancy of the notation in 2.10 , we introduce the so-called occupation number representation or second quantization $[9,10,11]$. We start by defining the orthonormal basis vectors of the Fock space

$$
\begin{equation*}
\left|n_{1}, n_{2}, \ldots, n_{\infty}\right\rangle \tag{2.13}
\end{equation*}
$$

where $n_{i}$ is the number of particles in the state $i=1, . ., \infty$, so 0 or 1 . A generic state in this basis can be expressed as

$$
\begin{equation*}
|\psi\rangle=\sum_{n_{1}, n_{2}, \ldots, n_{\infty}=0}^{1} c_{n_{1}, n_{2}, \ldots, n_{\infty}}\left|n_{1}, n_{2}, \ldots, n_{\infty}\right\rangle \tag{2.14}
\end{equation*}
$$

Now, for each single particle state, we introduce the linear operators $a_{i}^{\dagger}$ and $\left(a_{i}^{\dagger}\right)^{\dagger}$ called, respectively, creation and annihilation operators. They satisfy the anticommutation relations

$$
\begin{equation*}
\left\{a_{i}, a_{j}\right\}=\left\{a_{i}^{\dagger}, a_{j}^{\dagger}\right\}=0 \quad\left\{a_{i}, a_{j}^{\dagger}\right\}=\delta_{i j} \quad i, j=1,2, \ldots \tag{2.15}
\end{equation*}
$$

From these algebraic relations, it is easy to show that the number operators $\hat{n}_{i}=a_{i}^{\dagger} a_{i}$ are Hermitian with eigenvalues 0 and 1 . Since $\left[\hat{n}_{i}, \hat{n}_{j}\right]=0$, it is possible to find a set of simultaneous eigenstates, with eigenvalues 0 or 1 , for each operator and the states in 2.13 do this. Thus

$$
\begin{equation*}
\hat{n}_{i}\left|n_{1}, n_{2}, \ldots, n_{\infty}\right\rangle=n_{i}\left|n_{1}, n_{2}, \ldots, n_{\infty}\right\rangle \tag{2.16}
\end{equation*}
$$

and define the vacuum state $|\varnothing\rangle$ as the one such that

$$
\begin{equation*}
\hat{n}_{i}|\varnothing\rangle=0 \quad \forall i=1,2, \ldots \tag{2.17}
\end{equation*}
$$

All the other basis states can be obtained by the creation operators

$$
\begin{equation*}
\left|n_{1}, n_{2}, \ldots, n_{\infty}\right\rangle \equiv\left(a_{1}^{\dagger}\right)^{n_{1}}\left(a_{2}^{\dagger}\right)^{n_{2}} \ldots\left(a_{\infty}^{\dagger}\right)^{n_{\infty}}|\varnothing\rangle=\prod_{j=1}^{\infty}\left(a_{j}^{\dagger}\right)^{n_{j}}|\varnothing\rangle \tag{2.18}
\end{equation*}
$$

that is valid because verify the equation 2.16 . Now, the effect of the application of creation and annihilation operators on the basis states can be computed directly from the 2.15

$$
\begin{align*}
& a_{i} \prod_{j=1}^{\infty}\left(a_{j}^{\dagger}\right)^{n_{j}}|\varnothing\rangle=(-1)^{S_{i}} n_{i} \prod_{j=1}^{\infty}\left(a_{j}^{\dagger}\right)^{n_{j} \oplus \delta_{i j}}|\varnothing\rangle  \tag{2.19}\\
& a_{i}^{\dagger} \prod_{j=1}^{\infty}\left(a_{j}^{\dagger}\right)^{n_{j}}|\varnothing\rangle=(-1)^{S_{i}}\left(n_{i} \oplus 1\right) \prod_{j=1}^{\infty}\left(a_{j}^{\dagger}\right)^{n_{j} \oplus \delta_{i j}}|\varnothing\rangle \tag{2.20}
\end{align*}
$$

where $\oplus$ denote the modulo two addition and $S_{i}=n_{1}+n_{2}+\ldots n_{i-1}$. So, $a_{i}$ destroy a particle in mode $i$ if it exists or annihilate the vacuum if it is not, $a_{i}^{\dagger}$ create a particle in the same mode if it does not exist or annihilate the vacuum if it exists. Thus, starting from the vacuum state, every state can be constructed by applying the creation operators of the mode on which we want a particle. It is possible to show [10] that the basis states 2.18 can be obtained without introducing the Fock space and the occupation number representation basis states. We just impose the relations 2.15 on an algebra of objects $a_{i}, a_{i}^{\dagger}$. As a consequence of the irreducibility of the representation in some vector space $\mathscr{F}$, we obtain the basis state 2.18 . Now,
to conclude our discussion, we need to represent the Hamiltonian $H$ in the second quantization. It is possible to show [9] that

$$
\begin{equation*}
H=\sum_{i j} h_{i j} a_{i}^{\dagger} a_{j}+\frac{1}{2} \sum_{k l s t} h_{k l s t} a_{k}^{\dagger} a_{l}^{\dagger} a_{s} a_{t} \tag{2.21}
\end{equation*}
$$

where

$$
\begin{align*}
& h_{i j}=\int \phi_{i}^{*}(\boldsymbol{r})\left(-\frac{\nabla^{2}}{2}-\sum_{S=1}^{M} \frac{Z_{S}}{\left|\boldsymbol{r}-\boldsymbol{R}_{\boldsymbol{S}}\right|}\right) \phi_{j}(\boldsymbol{r}) d \boldsymbol{r}  \tag{2.22}\\
& h_{k l s t}=\int \frac{\phi_{k}^{*}\left(\boldsymbol{r}_{\mathbf{2}}\right) \phi_{l}^{*}\left(\boldsymbol{r}_{\mathbf{1}}\right) \phi_{t}\left(\boldsymbol{r}_{\mathbf{2}}\right) \phi_{s}\left(\boldsymbol{r}_{\mathbf{1}}\right)}{\left|\boldsymbol{r}_{\mathbf{2}}-\boldsymbol{r}_{\mathbf{1}}\right|} d \boldsymbol{r}_{\mathbf{1}} d \boldsymbol{r}_{\mathbf{2}} \tag{2.23}
\end{align*}
$$

$h_{i j}$ is called one-body integral and represents the kinetic and the external potential terms that, in this case, correspond to the Coulomb interaction between electrons and nuclei. $h_{k l s t}$ is called two-body integral and corresponds to the Coulomb electron-electron interaction.

### 2.2 Classical simulations

Our goal is to find the eigenvalues and the eigenstates of the Hamiltonian operator 2.21. In particular, we focus on the groundstate, the eigenstate corresponding to the lowest eigenvalue. This section briefly illustrates some of the classical algorithms usually used in molecular systems to approximate the groundstate. First of all one need to select a finite set of $M$ single-particle orthonormal states, the spin-orbitals $\left\{|\psi\rangle_{i}\right\}$ for a molecule, to which associate the set of operators $\left\{a_{i}, a_{i}^{\dagger}\right\}$ for $i=1, \ldots, M$. Obviously, the truncation introduces an approximation because it is equivalent to set $n_{i}=0$ in the linear combination 2.14 for $i>M$, we lost the completeness of the basis set. Now, the first method we investigate is the Hartree-Fock one. The idea is to find an effective Hamiltonian, quadratic in the creation and annihilation operators, such that the groundstate is supposed to approximate the one corresponding to 2.21 . The advantage is that such an effective Hamiltonian can be easily diagonalized [12]. We consider a Hamiltonian that includes just terms that conserve the number of particles, even if terms that do not conserve the number of particles can also be included, as done in the BCS theory of superconductivity $[13,14]$. Suppose that the effective Hamiltonian that we are looking for, written in diagonal form, is

$$
\begin{equation*}
H_{H F}=\sum_{i}\left(h_{i i}+V_{i i}^{H F}\right) a_{i}^{\dagger} a_{i} \tag{2.24}
\end{equation*}
$$

where $h_{i j}$ is the one-body term of 2.21 and $V_{i j}^{H F}$ is the unknown HartreeFock potential that must be determined. The groundstate for a system of $N$ particles is the Slater determinant

$$
\begin{equation*}
\left|\psi_{H F}\right\rangle=\prod_{\alpha=1}^{N} a_{\alpha}^{\dagger}|\varnothing\rangle \tag{2.25}
\end{equation*}
$$

Now, consider the unitary transformation $U=e^{k}$, with $k^{\dagger}=-k$, then one can define the operators $b_{\alpha}^{\dagger}=\sum_{i} U_{i \alpha} a_{i}^{\dagger}$ that satisfy the anticommutation relations 2.15. These operators define a new basis set and we know that [15] $b_{\alpha}^{\dagger}=e^{\hat{k}} a_{\alpha}^{\dagger} e^{-\hat{k}}$, where $\hat{k}=\sum_{i j} k_{i j} a_{i}^{\dagger} a_{j}$. The Slater determinants

$$
\begin{equation*}
\left|\psi_{H F}(k)\right\rangle=\prod_{\alpha=1}^{N} b_{\alpha}^{\dagger}|\varnothing\rangle=e^{\sum_{i j} k_{i j} a_{i}^{\dagger} a_{j}}\left|\psi_{H F}\right\rangle \tag{2.26}
\end{equation*}
$$

are the groundstate of other effective Hamiltonians diagonal in $b^{\dagger}$ operators. The groundstate of 2.24 is the best approximation of the one of the Hamiltonian thus the expectation value of the energy $E(k)=\left\langle\psi_{H F}(k)\right| H\left|\psi_{H F}(k)\right\rangle$ has a minimum in $k=0$. From the necessary conditions for a minimum $\frac{d E(k)}{d k}=0$, one obtains

$$
\begin{equation*}
h_{i j}+\sum_{l=1}^{N}\left(h_{i l l j}-h_{i l j l}\right)=0 \quad i \neq j \tag{2.27}
\end{equation*}
$$

Comparing with 2.24, one finds that, defining $V_{i j}^{H F}=\sum_{l=1}^{N}\left(h_{i l l j}-h_{i l j l}\right)$, the unitary transformation that diagonalizes the effective Hamiltonian is the one that verifies the optimum condition. This potential and the one-body term both depend on the chosen basis set thus, to find the solution, the selfconsistency condition must be satisfied. In practice, we start from a basis set and calculate $h_{i j}$ and $V_{i j}^{H F}$, then diagonalize the effective Hamiltonian to obtain a new basis set and the cycle starts again until convergence is reached. The Hartree-Fock energy is

$$
\begin{equation*}
E_{H F}=\left\langle\psi_{H F}\right| H\left|\psi_{H F}\right\rangle=\sum_{i}^{N}\left(h_{i i}+\frac{1}{2} V_{i i}^{H F}\right) \tag{2.28}
\end{equation*}
$$

and the correlation energy is defined as $E_{\text {corr }}=\mathscr{E}-E_{H F}$ when $M \rightarrow \infty$, where $\mathscr{E}$ is the groundstate energy. Since the size of the basis set is fixed at the beginning of our calculations, we refer $E_{c o r r}, \mathscr{E}, E_{H F}$ to a basis composed by $M$ states. Hatree-Fock method is a mean-field theory, this can be
inferred by factorizing the Hamiltonian [16]. By using the Wick theorem, the Hamiltonian 2.21 can be written as

$$
\begin{equation*}
H=\sum_{i j}\left(h_{i j}+V_{i j}^{H F}\right) a_{i}^{\dagger} a_{j}+\sum_{k l s t} h_{k l s t}: a_{k}^{\dagger} a_{l}^{\dagger} a_{s} a_{t}:-\frac{1}{2} \sum_{i=1}^{N} V_{i i}^{H F} \tag{2.29}
\end{equation*}
$$

where the last term is just a constant while the first one includes the onebody part of the two-body interaction through $V^{H F}$. The second term contains the operators normal ordered with respect to the Hartree-Fock state and represents the true two-body interaction because, when acting on $\left|\psi_{H F}\right\rangle$, promotes two electrons from occupied to empty states. Thus this term does not contribute to $E(0)$ and $\left.\frac{d E(k)}{d k}\right|_{k=0}$, if we neglect this fluctuation in the Hamiltonian the 2.24 is recovered. With this procedure, we obtained a set of $M$ single-particle states that can be used as starting point for the post-Hartree-Fock methods, used in quantum chemistry, which we illustrate in the following. First of all, we note that, for a system composed of $N$ particles, a set of $\binom{M}{N}$ different Slater determinants can be constructed. The configuration interaction (CI) method writes down the wavefunction of the system as

$$
\begin{equation*}
\left|\psi_{F C I}\right\rangle=\sum_{i_{N}>\ldots>i_{2}>i_{1}=1}^{M} c_{i_{1}, i_{2}, \ldots, i_{N}} \prod_{j=1}^{N} a_{i_{j}}^{\dagger}|\varnothing\rangle \tag{2.30}
\end{equation*}
$$

and find the values of the coefficients of this expansion corresponding to the groundstate. This method is named full CI because all the determinants are included. The full CI groundstate is exact within the subspace spanned by the one-electron basis and is used as a reference for the other methods. Even for small systems and $M$, the number of determinants is huge and the simulation is classically intractable. Thus, one truncates the expansion by considering a small number of excitations above the Hartree-Fock state: CISD include single and double excitations, CISDT add triple excitations and so on. Suppose that we know the groundstate of the system $\left|\psi_{G S}\right\rangle$. We can define the set of natural orbitals $\left\{b_{i}^{\dagger}\right\}$ from the relation

$$
\begin{equation*}
b_{i}=\sum_{j} U_{j i} a_{j} \quad \text { such that } \quad D=U^{\dagger} \gamma U \tag{2.31}
\end{equation*}
$$

where $D$ is a diagonal matrix and $U$ is the unitary matrix that diagonalizes the first-order reduced density matrix $\gamma_{i j}=\left\langle\psi_{G S}\right| a_{j}^{\dagger} a_{i}\left|\psi_{G S}\right\rangle$. This new set is important because to obtain a given accuracy with the CI method, one requires fewer configurations formed from natural orbitals than configurations formed from any other orthonormal basis set [17]. Since the natural orbitals can be obtained only if one knows the groundstate, many strategies have been
developed to approximate them. For example, one could perform a CI calculation with a small number of Slater determinants. Then one constructs the $\gamma$ matrix from the obtained state, diagonalizes it and finds a set of approximated natural orbitals that construct the new determinants [18]. The cycle is repeated until energy or natural orbitals converge. So the Hartree-Fock spin-orbitals are not the best choice, thus they can be optimised together with the coefficient of a multiconfiguration expansion. This method, called multiconfiguration self-consistence field (MCSCF), considers the state

$$
\begin{equation*}
\left|\psi_{M C S C F}\right\rangle=e^{\sum_{i j} k_{i j} a_{i}^{\dagger} a_{j}} \sum_{\alpha} C_{\alpha}|\alpha\rangle \tag{2.32}
\end{equation*}
$$

and optimize both set of parameters $k$ and $C_{\alpha}$, where $|\alpha\rangle$ are the configurations under consideration. If the number of determinants is just one the method reduces to the Hartree-Fock one. Finally, we introduce the coupled cluster method (CC), initially developed for nuclear physics [19, 20] and then applied to study molecules [21]. CC take into account an ansatz with the following form

$$
\begin{equation*}
\left|\psi_{C C}\right\rangle=e^{T}\left|\psi_{H F}\right\rangle \quad T=\sum_{k} T_{k} \tag{2.33}
\end{equation*}
$$

with

$$
\begin{equation*}
T_{n}=\sum_{i_{1}, \ldots i_{n} \in \text { unocc }} \sum_{j_{1}, \ldots, j_{n} \in o c c} t_{i_{1} \ldots 1_{n}}^{j_{1} \ldots j_{n}} a_{i_{1}}^{\dagger} \ldots a_{i_{n}}^{\dagger} a_{j_{1}} \ldots a_{j_{n}} \tag{2.34}
\end{equation*}
$$

where occ and unocc indicate respectively the occupied orbitals and the unoccupied one respect $\left|\psi_{H F}\right\rangle$. Usually, just the $T_{1}$ and $T_{2}$ operators are considered in the exponential (CCSD). If all the excitations are included the $\left|\psi_{F C I}\right\rangle$ is recovered. The CC method generates an ansatz that includes all the determinants and then converges faster than the CI one. Nevertheless, the method is not variational [15] and is suitable for multireference states. To overcome these problems the unitary coupled cluster has been developed (UCC). This method is exponentially costly to implement with a classical computer while it is efficient to do on a quantum computer and, for this reason, will be described in the next section.

### 2.3 Quantum simulations

Noisy Intermediate-Scale Quantum (NISQ) devices are quantum computers composed of $\mathcal{O}\left(10^{2}\right)$ qubits that are not fault-tolerant [22]. In this section, we show how to encode an electronic structure problem in second quantization on a quantum computer and illustrate one of the most promising algorithms for NISQ devices: the variational quantum eigensolver (VQE) algorithm.

### 2.3.1 Encoding methods

To simulate a quantum system on a quantum computer, the Fock space 2.12 must be encoded on the Hilbert space of qubits 1.5. In other words, an encoding method is a map from the states of indistinguishable fermions to states of distinguishable qubits. To perform any computational task both the states and the operators must be mapped. In the following, we consider a system composed of $M$ single-particle quantum state and $N$ particles.

In the Jordan-Wigner encoding method [23] the occupation number of a single-particle quantum state is stored in the state of a qubit: $|0\rangle$ if the state is unoccupied and $|1\rangle$ if it is occupied

$$
\begin{equation*}
\left|n_{1}, n_{2}, \ldots, n_{M}\right\rangle \rightarrow\left|q_{1}, q_{2}, \ldots, q_{M}\right\rangle \quad n_{k}=q_{k} \in\{0,1\} \tag{2.35}
\end{equation*}
$$

where $n_{k}$ is the number of particles in state $k$ and $q_{k}$ is the state of the $k$-qubit, with $k=1,2, \ldots, M$. To map the Hamiltonian we need to encode the creation and annihilation operators, this can be done by considering how they act on a quantum state 2.20 . Taking into account these considerations one obtains that

$$
\begin{gather*}
a_{k} \rightarrow Z_{1} \otimes \ldots \otimes Z_{k-1} \otimes Q_{k}  \tag{2.36}\\
a_{k}^{\dagger} \rightarrow Z_{1} \otimes \ldots \otimes Z_{k-1} \otimes Q_{k}^{\dagger} \tag{2.37}
\end{gather*}
$$

where the strings of Pauli operator $Z$ recover the phase factor due to the anticommutation fermionic relations $(-1)^{\sum_{k=1}^{k-1} n_{k}}$ and

$$
\begin{equation*}
Q=|0\rangle\langle 1|=\frac{1}{2}(X+i Y) \tag{2.38}
\end{equation*}
$$

Thus the Hamiltonian is mapped to a linear combination of products of Pauli operators

$$
\begin{equation*}
H_{q}=\sum_{l} h_{l} \bigotimes_{k} \sigma_{k}^{l} \tag{2.39}
\end{equation*}
$$

where $h_{j}$ are coefficients associated to the Pauli string $j$ and $\sigma_{k}^{j} \in\{X, Y, Z, I\}$. The advantage of the Jordan-Wigner encoding is the readability of the states because the occupation number is stored locally. Nevertheless, the parity is stored non-locally and computes the phase due to the application of a fermionic operator requiring the application of $O(M)$ operators.

In the parity encoding [24], the $k^{\text {th }}$ qubit store the parity of all the states up to

$$
\begin{equation*}
\left|n_{1}, n_{2}, \ldots, n_{M}\right\rangle \rightarrow\left|q_{1}, q_{2}, \ldots, q_{M}\right\rangle \quad q_{k}=\oplus_{k=1}^{k} n_{k} \tag{2.40}
\end{equation*}
$$

where $\oplus$ denotes the module two addition. The creation and annihilation operators become

$$
\begin{align*}
a_{k} & \rightarrow \frac{1}{2}\left(Z_{k-1} \otimes X_{k}+i Y_{k}\right) \otimes_{l=k+1}^{n} X_{l}  \tag{2.41}\\
a_{k}^{\dagger} & \rightarrow \frac{1}{2}\left(Z_{k-1} \otimes X_{k}-i Y_{k}\right) \otimes_{l=k+1}^{n} X_{l} \tag{2.42}
\end{align*}
$$

and, in this case, the occupation number is non-locally stored.
The exact solution to our problem, the $\left|\psi_{F C I}\right\rangle$ state, is a linear combination of $O\left(M^{N}\right)$ determinants [25]. Because of this exponential scaling, even for small systems, the FCI solution can not be calculated on a classical computer. Nevertheless, a register of $M$ qubits can be in a superposition of $2^{M}$ states, which means that a quantum computer can store the FCI solution in this quantum register. There exist other encoding methods as the BravyiKitaev [26], that partially store on each qubit the parity and the occupation number, or [27] that efficiently encode the entire set of basis states. Mappings that reduce the number of qubits by taking advantage of some symmetry have been developed $[28,29]$ such as encoding methods that overcome the problem of the non-locality of the qubit Hamiltonian [30, 31, 32, 33, 34].

### 2.3.2 Variational quantum eigensolver

The variational quantum eigensolver (VQE) algorithm is one of the most promising that has been developed to determine the groundstate of a quantum system on NISQ devices $[35,36]$ because it does not require long coherence times compared to other algorithms like quantum phase estimation [37]. VQE is a hybrid quantum-classical algorithm that exploits the variational principle [6] to approximate the groundstate energy $\mathscr{E}$ with

$$
\begin{equation*}
\langle\psi(\boldsymbol{\theta})| H|\psi(\boldsymbol{\theta})\rangle \geq \mathscr{E} \tag{2.43}
\end{equation*}
$$

where $\boldsymbol{\theta} \in \mathbb{R}^{k}$ is a set of $k$ parameters and $|\psi(\boldsymbol{\theta})\rangle$ is a trial state called ansatz. As shown in figure 2.1, the algorithm is divided into three steps:

- prepare the state $|\psi(\boldsymbol{\theta})\rangle$ on a quantum computer. This is done by initializing the qubit in a reference state $|r e f\rangle$, usually all qubits are in the state $|0\rangle$, and by applying a set of parametrized quantum gates $U\left(\theta_{i}\right)$ such that

$$
\begin{equation*}
|\psi(\boldsymbol{\theta})\rangle=U\left(\theta_{k}\right) U\left(\theta_{k-1}\right) \ldots U\left(\theta_{1}\right)|r e f\rangle \tag{2.44}
\end{equation*}
$$

- The Hamiltonian is mapped on qubits and the expectation values of the strings appearing in 2.39 are determined on the state $|\psi(\boldsymbol{\theta})\rangle$ by repeating the measurement process many times. This step, as the previous one, is executed on the quantum computer.
- The expectation value of the energy is reconstructed from the measurement process executed in the previous step

$$
\begin{equation*}
\langle\psi(\boldsymbol{\theta})| H|\psi(\boldsymbol{\theta})\rangle=\sum_{j} h_{j} \bigotimes_{k}\langle\psi(\boldsymbol{\theta})| \sigma_{k}^{j}|\psi(\boldsymbol{\theta})\rangle \tag{2.45}
\end{equation*}
$$

The number of measurements needed to determine the energy with a precision $\epsilon$ scale as $O\left(\frac{1}{\epsilon^{2}}\right)$ [36, 38]. The vector of parameters $\boldsymbol{\theta}$ is updated by using a classical optimization method. This final step is the one executed on a classical computer and makes the algorithm hybrid.


Figure 2.1: Scheme of the VQE algorithm described in text.
The three steps are repeated until energy convergence is reached. The construction of the ansatz is fundamental because determines the subset of Fock space spanned by the parameters. The ansätze can be divided into two main classes: the physically or chemically inspired ansätze and the hardware efficient ones. There are ansätze that lie between the two classes, as [39], that we do not consider because out of the scope of the discussion. The first class of ansätze adapt classical algorithms to run efficiently on quantum hardware. In particular, taking inspiration from the unitary coupled cluster method [40, 41], it can be defined the corresponding ansatz (UCC)

$$
\begin{equation*}
|\psi(\boldsymbol{\theta})\rangle=e^{T(\boldsymbol{\theta})-T(\boldsymbol{\theta})^{\dagger}}|r e f\rangle \quad T=\sum_{i} T_{i} \tag{2.46}
\end{equation*}
$$

with

$$
\begin{equation*}
T_{n}=\sum_{i_{1}, \ldots i_{n} \in \text { unocc }} \sum_{j_{1}, \ldots, j_{n} \in o c c} \theta_{i_{1} \ldots 1_{n}}^{j_{1} \ldots j_{n}} a_{i_{1}}^{\dagger} \ldots a_{i_{n}}^{\dagger} a_{j_{1}} \ldots a_{j_{n}} \tag{2.47}
\end{equation*}
$$

where occ and unocc indicate respectively the occupied states and the unoccupied one with respect to $|r e f\rangle$. Usually, just single and double excitations are considered (UCCSD) and a review of the application to quantum chemistry can be found in [38]. The hardware efficient ansätze are composed of repeated blocks of quantum gates that are easy to implement on the quantum device as, for example, the circuit shown in figure 3.2. If the parameters are randomly initialized, the gradients strive to vanish [42] but, to overcome this problem, techniques have been proposed [43]. It has been demonstrated that they can be used to determine the groundstate of small molecules [44]. Compared to the hardware efficient ansätze, the UCC ones require the implementation of much more quantum gates and parameters. For these reasons, we decided to focus our work on the hardware efficient ansätze.

### 2.3.3 Final considerations

The model of computation described until now belong to the realm of the digital quantum simulations that maps the target problem onto a set of gates which a quantum computer can implement. The NISQ digital hardware suffers from some limitations: they are small because composed of $\mathcal{O}\left(10^{2}\right)$ qubits, the decoherence affects the qubits state, the quantum gates are noisy and there are errors in the measurement process. Quantum error correction cannot be used in these devices [22] but error mitigation techniques can be taken into consideration. [45, 46]

Classical simulators of quantum computers have been developed to avoid problems related to the imperfection of the actual hardware. State vector simulators simply represent quantum states as vectors of $2^{N}$ components for $N$ qubits circuit, physically they are equivalent to an ideal quantum computer that executes an infinite number of measurements. Obviously, the required memory is exponential in the number of qubits, making it possible to use these simulators only on circuits with a small number of qubits. Measurement-based simulators work as ideal quantum devices, thus the number of times that a circuit is repeated limits the performed measurement introducing a statistical noise into the results. By introducing noise models into the measurement-based simulators, it is possible to simulate real devices. To implement a new algorithm the first step is to test it on benchmark systems using a state vector simulator and, if it works, go ahead to include statistical and hardware noise.

Despite its wide use, the VQE algorithm presents some problems: many measurements are required, the classical optimization procedure must optimize many parameters and the hardware limitations illustrated above affect the results. In part II of this work we show the strategies that we developed to try to overcome these problems by defining methods to develop hardwareefficient ansatz or by applying unitary operators to the Hamiltonian, as will be explained in detail later. Except where expressly stated, the results described below were obtained with simulations state vector to test the potentialities of the methods on small molecules and model Hamiltonians.

## Part II

## Results

## Chapter 3

## Wavefunction Adapted Hamiltonian Through Orbital Rotations (WAHTOR)

The use of Variational Quantum Eigensolver (VQE) for Quantum Chemistry is one of the most promising applications for Noisy Intermediate-Scale Quantum (NISQ) devices. A major limitation is represented by the need to build compact and shallow circuits ansätze having the variational flexibility to catch the complexity of the electronic structure problem. To alleviate this drawback we introduce a modified VQE scheme in which the form of the molecular Hamiltonian is adapted to the circuit ansatz through an optimization procedure. Exploiting the invariance of the Hamiltonian by molecular orbital rotations we can optimize it using gradients that can be calculated without significant computational overload. The proposed method, named Wavefunction-Adapted Hamiltonian Through Orbital Rotation (WAHTOR), is applied to small molecules in numerical state vector simulations. The results demonstrate that, at variance with standard VQE, the method is less dependent on circuit topology and less prone to be trapped into high-energy local minima. It is able to recover a significant amount of electron correlation even with only empirical ansätze with shallow circuit depth. Noisy calculations demonstrate the robustness and feasibility of the proposed methodology and indicate the hardware requirements to effectively apply the procedure using forthcoming NISQ devices.

### 3.1 Introduction

Computational Quantum Chemistry is among the most promising application that quantum computers will be able to tackle in the following years [47, 22]. As example, Proof-of-concepts calculations solving the time-independent Scrödinger equation for small molecular systems has paved the way for the development of robust and efficient algorithms that can exploit the exponential speed-up offered by quantum co-processors [48, 49, 50]. To exploit the capabilities of the quantum computing devices, the original eigenvalue problem involving the molecular Hamiltonian acting on fermionic particles has to be reformulated in terms of a qubit Hamiltonian using different mapping schemes such as Jordan-Wigner [23], Bravyi-Kitaev [26], or parity [24]. The resulting qubit Hamiltonian is a cost function composed by a sum of Pauli strings, that can be tackled by different quantum algorithms such as the phase estimator $[51,52,53,54,25,55]$ and the Variational Quantum Eigensolver (VQE) [56, 35, 57]. The ground state energy is estimated using the variational principle by measuring expectation values of the Pauli strings on a parametrized quantum circuit, i.e. wavefunction ansatz [50]. The choice of such ansatz turned to be crucial for the effectiveness of the procedure. Many proposed circuits are inspired by theoretical techniques used in quantum chemistry $[58,59,60,38,61,62]$. Another class of circuits, the so-called heuristic ansätze are, on the contrary, build on hardware capabilities, regardless of the chemical interpretation. Although for the quantum-chemistry-inspired circuits approximations and accuracies are under control, such circuits are longer than the heuristic ones, which can provide, in general, better results at the same cost in terms of circuit depth [44, 63]. Since the short coherence time and/or the high level of noise is limiting the depth of the circuits (i.e. wavefunctions) that can be effectively evaluated on quantum computers, the search for compact circuit ansätze is a crucial issue for Theoretical Chemistry. To achieve this goal, it has been also recently proposed a strategy based on the optimization of non-unitary wavefunction through the nu-VQE method [64, 65]. In addition to its influence on noise level and decoherence, circuit length is also related to the problem of the presence of barren plateau in the energy landscape [66]. In the present work, we propose a method to enhance the effectiveness of any given variational ansatz by optimizing the Molecular Hamiltonian together with the variational parameters. We exploited the invariance of the Hamiltonian under molecular orbitals transformation in order to adapt its formulation to circuits with limited number of gates and parameters [67]. The optimization of the orbitals has been already proposed by W. Mizukami and coworkers with an approximate approach in the context of the UCC (Unitary Coupled

Cluster) ansätze [68]. Here, we fully exploit the potential of this additional optimization strategy by applying a general unitary transformation to the molecular orbitals using hardware-inspired ansätze. As shown in the present work, our approach is not only able to achieve a lower variational energy with respect to standard VQE, but it possesses the capability to significantly reduce the depth of the circuits as well as to alleviate the problems of being trapped into local minima.

The algorithm is described in the next section whereas in 3.3 are reported the computational details of the calculations and a full description of the anzätze we have used. Results and conclusions are following in section 3.4 and 3.5.

### 3.2 The WAHTOR algorithm

In this section, we will illustrate the algorithm we have developed to variationally adapt the molecular Hamiltonian to a given wavefunction ansatz using an optimization procedure based on orbital rotations which is driven by the calculations of energy gradients. The electronic molecular Hamiltonian is written as $H=T+V+U_{e}$, where $T$ is the kinetic energy operator for electrons, $V$ is the external potential operator due to the interaction with nuclei and external fields and $U_{e}$ is the electron-electron interaction operator. Given a basis set of $m$ orbitals $|i\rangle$ with $i=0, . ., m$, the electronic molecular Hamiltonian in second quantization is given by:

$$
\begin{equation*}
H=\sum_{i, j} h_{i j} a_{i}^{\dagger} a_{j}+\frac{1}{2} \sum_{c, d, e, f} h_{c d e f} a_{c}^{\dagger} a_{d}^{\dagger} a_{e} a_{f} \tag{3.1}
\end{equation*}
$$

where $i, j, c, d, e, f=0, . ., m$ and $a_{i}, a_{i}^{\dagger}$ are the annihilation and creation operators of an electron on the $i^{t h}$ orbital respectively and

$$
\begin{equation*}
h_{i j}=\langle i| T+V|j\rangle ; \quad h_{\text {cdef }}=\langle c d| U_{e}|f e\rangle \tag{3.2}
\end{equation*}
$$

are the one-body and two-bodies integrals. We can transform this fermionic Molecular Hamiltonian in a corresponding bosonic Qubit Hamiltonian using an encoding method such as Jordan-Wigner [23], parity [28] or Bravyi-Kitaev mappings. [24] After these transformations the Hamiltonian can be represented in terms of Qubits:

$$
\begin{equation*}
H_{q}=\sum_{l} \hat{h}_{l} \bigotimes_{k} \sigma_{k}^{l} \tag{3.3}
\end{equation*}
$$

where $\hat{h}_{l}$ represents the one-body and two bodies integrals upon mapping transformations and $\sigma_{k}^{l}$ are the Pauli matrices. The sum is running over
a single index $l$ which is of the order of $4^{m}$, where $m$ is the basis set size. Here, we point out that since the spectrum of the original Molecular Hamiltonian Eq. 3.1 is invariant upon a linear combination of the orbitals, also the transformed Qubit Hamiltonian Eq. 3.3 will not be univocally defined. If we introduce a unitary transformation $U$ (namely a rotation) of the original orbitals such as:

$$
\begin{equation*}
|i\rangle=\sum_{\alpha} U_{\alpha i}|\alpha\rangle \tag{3.4}
\end{equation*}
$$

both Hamiltonians $H$ and $H_{q}$ will change, without changing their corresponding eigenvalues. The main idea of the present paper comes from the fact that, although all the resulting rotated Hamiltonians are in principle equivalents, they are in general not equivalent when evaluated on a given variational ansatz. We can therefore use this additional flexibility to optimize the unitary operator $U$ for a given variational ansatz (such as for instance the heuristic ansatz in refs. [44, 69]). Since the creation and annihilation operators of the orbitals of the two basis are related by the following transformation rules

$$
\begin{equation*}
a_{i}^{\dagger}=\sum_{\alpha} a_{\alpha}^{\dagger} U_{\alpha i} ; \quad a_{i}=\sum_{\alpha} a_{\alpha} U_{i \alpha}^{\dagger} \tag{3.5}
\end{equation*}
$$

the Hamiltonian in the new basis can be now written as:

$$
\begin{equation*}
H=\sum_{\alpha, \beta} h_{\alpha \beta} a_{\alpha}^{\dagger} a_{\beta}+\frac{1}{2} \sum_{\gamma, \delta, \epsilon, \zeta} h_{\gamma \delta \epsilon \zeta} a_{\gamma}^{\dagger} a_{\delta}^{\dagger} a_{\epsilon} a_{\zeta} \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{\alpha \beta}=U_{\alpha i} h_{i j} U_{j \beta}^{\dagger} ; \quad h_{\gamma \delta \epsilon \zeta}=U_{\gamma c} U_{\delta d} h_{c d e f} U_{\epsilon \epsilon}^{\dagger} U_{f \zeta}^{\dagger} \tag{3.7}
\end{equation*}
$$

A generic unitary matrix $U$ can be expressed, as a consequence of the Spectral Theorem [1] in the following form:

$$
\begin{equation*}
U=e^{i \boldsymbol{R} \cdot \boldsymbol{T}}=U(\boldsymbol{R}) \tag{3.8}
\end{equation*}
$$

where $\boldsymbol{T}$ is a complete set of Hermitian $m \times m$ matrices and $\boldsymbol{R} \in \mathbb{R}^{m^{2}}$. Using such representation the Hamiltonian can be now expressed as a function of the real vector $\boldsymbol{R}$ :

$$
\begin{equation*}
H(\boldsymbol{R})=\sum_{\alpha, \beta} h(\boldsymbol{R})_{\alpha \beta} a_{\alpha}^{\dagger} a_{\beta}+\frac{1}{2} \sum_{\gamma, \delta, \epsilon, \zeta} h(\boldsymbol{R})_{\gamma \delta \epsilon \zeta} a_{\gamma}^{\dagger} a_{\delta}^{\dagger} a_{\epsilon} a_{\zeta} \tag{3.9}
\end{equation*}
$$

A generic wavefunction ansatz can be expressed as $|\Psi(\boldsymbol{\theta})\rangle=O(\boldsymbol{\theta})|r e f\rangle$, with $O(\boldsymbol{\theta})$ an operator that depends on $\boldsymbol{\theta}$ variational parameters and $|r e f\rangle$ the reference initial state (for instance the HF state). Given a certain $\boldsymbol{R}$
(i.e. fixing the Hamiltonians), the standard Variational Quantum Eigensolver algorithm can be used to minimize the energy expectation value $E(\boldsymbol{R}, \boldsymbol{\theta})=$ $\langle\Psi(\boldsymbol{\theta})| H(\boldsymbol{R})|\Psi(\boldsymbol{\theta})\rangle$ as a function of the ansatz parameters $\boldsymbol{\theta}$ :

$$
\begin{equation*}
E\left[|\Psi\rangle_{\boldsymbol{R}}, \boldsymbol{R}\right]=\left\langle\left.\Psi\right|_{\boldsymbol{R}} H(\boldsymbol{R}) \mid \Psi\right\rangle_{\boldsymbol{R}} \tag{3.10}
\end{equation*}
$$

where $|\Psi\rangle_{\boldsymbol{R}}=\left|\Psi\left(\boldsymbol{\theta}_{\boldsymbol{o p t}}\right)\right\rangle$ represent the wavefunction that minimize the energy for fixed $\boldsymbol{R}$ and parametrically depends on those parameters. We obtained a functional that depends on $\boldsymbol{R}$ explicitly and impicitly, indicated here by $E(\boldsymbol{R})=E\left[|\Psi\rangle_{\boldsymbol{R}}, \boldsymbol{R}\right]$. Keeping in mind that at fixed $\boldsymbol{R}$ the energy is optimized with respect to the $\boldsymbol{\theta}$ parameters, by using the Hellmann-Feynman theorem, it is possible to calculate explicitly the derivative of the expectation value of the energy with respect to the Hamiltonian parameters $\boldsymbol{R}$ :

$$
\begin{equation*}
\frac{d E(\boldsymbol{R})}{d \boldsymbol{R}}=\left\langle\left.\left.\Psi\right|_{\boldsymbol{R}} \frac{d H(\boldsymbol{R})}{d \boldsymbol{R}} \right\rvert\, \Psi\right\rangle_{\boldsymbol{R}}=\sum_{l} \frac{d \hat{h}_{l}(\boldsymbol{R})}{d \boldsymbol{R}} \bigotimes_{k}\left\langle\left.\Psi\right|_{\boldsymbol{R}} \sigma_{k}^{l} \mid \Psi\right\rangle_{\boldsymbol{R}} \tag{3.11}
\end{equation*}
$$

The above equation shows that to evaluate these derivatives is necessary to calculate a weighted average of expectation values of Pauli strings, analogously to what has been already calculated in the VQE algorithm [70, 36, 71]. Remarkably, the number of the Pauli strings scale as $4^{m}$, where $m$ is the basis set size, as for the standard VQE procedure. For this reason, as discussed in the next sections, the additional computational cost requested for the gradient evaluation is only a small additional overload for the quantum processor. Following the gradients calculated in Eq. 3.11, the $\boldsymbol{R}$ vector can be therefore updated to minimize the total energy with respect to these external parameters. The new Hamiltonian can be therefore optimized again with respect to the wavefunction parameters $\boldsymbol{\theta}$ by a standard VQE and the procedure can be iterated until convergence threshold is reached. A scheme of the method is illustrated in Figure 3.1.

### 3.3 Computational details

Simulated systems.
The molecular Hamiltonian in Eq. 3.1 is calculated using the PySCF Python package [72]. The reference value of the correlation energy, i.e. the exact energy, is calculated by full-CI. The percentage of recovered correlation energy is estimated as follows:

$$
\begin{equation*}
E_{c o r r}=\frac{E_{\text {calculated }}-E_{H F}}{E_{\text {full }-C I}-E_{H F}} \tag{3.12}
\end{equation*}
$$



Figure 3.1: Wavefunction-Adapted Hamiltonian Though Orbital Rotations (WAHTOR). Exploiting the invariance of the Molecular Hamiltonian by orbital unitary transformation $U(\boldsymbol{R})$, we optimized the variational parameters $\boldsymbol{R}$ using the energy gradient of optimized VQE ansätze. The procedure is iterated as detailed in the above scheme.
where $E_{\text {full-CI }}$ is the exact energy, $E_{\text {calculated }}$ is the energy calculated using VQE or WAHTOR algorithm and $E_{H F}$ is the Hartree-Fock energy. The corresponding qubit Hamiltonian (Eq. 3.3) is calculated using Qiskit Python package [73] with three different mapping schemes: Jordan Wigner (JW) [23], parity (P) [28] and Bravyi-Kitaev (BK)[26]. The majority of the simulations are carried out using JW mapping since it better preserves the physical meaning of the systems under consideration. The WAHTOR algorithm has been implemented by a Python program exploiting the QuTip [74, 75] and Qiskit [73] Python libraries. According to the molecule, the mapping and the choice of the basis set, we have considered four different molecular systems, ranging from 8 to 12 qubits:

- $H_{2}$-8qubits: molecular hydrogen at the equilibrium distance of $0.74 \AA$. We used the $6-31 \mathrm{~g}$ basis set with three different mappings (JW,P,BK).
- LiH-12qubits: lithium hydride at the equilibrium distance of $1.595 \AA$. We used the sto-3g basis set with three different mappings (JW,P,BK).
- LiH-10qubits: same system as before but using parity mapping with the two qubits reduction. [28]
- $H_{4}$-8qubits: dissociation curve of the square $H_{4}$ molecule as example of strongly correlated system. We used sto-3g basis set and JW mapping.

Wavefunction ansätze.
As parametrized quantum circuit we have chosen the heuristic ansatz [44] which is built as follows: starting from the n-qubit Hartree-Fock reference state, single qubit rotations around y axis are applied, each one by a different angle $\theta$. After such rotations, an entangling block composed by CNOT gates followed by another set of independent rotations on each qubit is applied, as reported in Figure 3.2. This entangling block ( $n$ Ry $+n-1$ CNOT gates)


Figure 3.2: Circuit ansatz for 8 qubits with 8 initial rotations around the y-axis, 1 entangling block composed by 7 CNOTs gates and another set of 8 rotations around the y -axis.
can be therefore repeated a number of times, each one using different variational parameters. The total number of blocks determines the circuit depth. In particular, in our simulations, we consider mainly heuristic ansatzes with depth 2. One important issue we have investigated is that the arrangement of the CNOT gates in the block, referred hereafter as the entangler map, is an important topological variable of the ansatz that can deeply influence the variational energy. To investigate the effect of CNOT topology on the VQE and WAHTOR optimization for the $H_{2}$-8qubits system (data reported in Figure 3.5(a)), we considered a particular set of 144 entangler maps selected as described below. As shown in Figure 3.3, qubits are arranged such that qubits from 0 to 3 represent spin-up orbitals (orange registers), whereas qubits from

4 to 7 represent spin-down orbitals (green registers). The target qubits of all the 7 CNOTs are taken fixed in a ladder-type scheme, whereas the control qubits of each CNOT are varied among all the combinations described by the squares of Figure 3.3. Following these rules, we therefore considered 144 possible circuits. On the right side of the figure, three of such realizations are displayed as examples. Each entangler map is distinguished by a list of


Figure 3.3: Scheme of construction of the entangler maps for $H_{2}$-8qubits calculations: the orange (spin up) and green (spin down) qubits are entangled using 7 CNOTs such that the target qubits of each CNOT are kept fixed and the control is varying. On the right are displayed, as an example, 3 out of 144 of such entangler maps.
number pairs, for instance $[[0,1],[0,2],[0,3],[2,4],[4,5],[4,6],[4,7]]$, in which each pair of numbers represent a CNOT gate having as control the first qubit and as target the second.

VQE and WAHTOR optimization and computational details.
For the VQE calculations, the initial rotation angles $\boldsymbol{\theta}$ of the chosen ansatz are generated randomly in the range $[0,2 \pi]$. For each ansatz we have reported the best energy obtained by 50 independent VQE calculations. As VQE optimizers we have used the L-BFGS-B [76] algorithm for state vector calculations and COBYLA [77] or L-BFGS-B [76] for the measure-based simulations, for which we used the QASM simulator of Qiskit [73]. The parameters were optimized up to a convergence threshold $10^{-8}$ Hartree. In the case of $H_{4}$-8qubits system, we have observed that HF orbitals were not a good
starting point, probably the due to the extreme multi-determinant character of the ground state. We have therefore decided to change our starting point for WAHTOR optimization by considering the localized molecular orbitals obtained using the Boys criterion [78], since localized orbitals let correlated systems be more computationally tractable [79, 80]. All WAHTOR calculations have been set up starting from the best VQE result and following a simple steepest descent procedure to optimize the $\boldsymbol{R}$ parameters according to the scheme illustrated in Figure 3.1.

### 3.4 Results

### 3.4.1 State Vector Simulations

We apply the new developed WAHTOR method and the traditional VQE to study two molecules: molecular hydrogen $H_{2}$-8qubits and lithium hydride LiH-12/10qubits. We used here an empirical ansatz defined by one or more blocks, each one built by a set of single qubit rotations followed by an entangling map of CNOTs connecting all qubits. As detailed before, the WAHTOR algorithm uses the gradient with respect to the parameters of the orbital rotation matrix to rotate the molecular Hamiltonian in order to 'adapt it' to the wavefunction ansatz. A remarkable and unique feature of such procedure is that the optimization is done adiabatically, i.e. the orbital and circuit parameters are always taken from the previous run, without the necessity to explore a large number of different starting points for the VQE parameters, as often happens to avoid local minima [64, 65]. We first consider noiseless simulations. To illustrate the effectiveness of the WAHTOR optimization we report in Figure 3.4 the values of the gradient norm with respect to $\boldsymbol{R}$ parameters and the correlation energy percentage as a function of the optimization steps ( $H_{2}$-8qubits system with Jordan-Wigner mapping, depth 2 and the entangler map shown in Figure 3.2). As shown in the graph in figure 3.4, the gradient smoothly decreases to zero, whereas the correlation energy reaches the asymptotic value of about $98 \%$. We remark here that the WAHTOR optimization is performed 'adiabatically' in the sense that the $\boldsymbol{R}$ and the circuit parameters are always taken from the previous run, without the necessity to explore a large number of different VQE runs at each WAHTOR optimization step. Since, as expected, the quality of the obtained results does depend on the entangler map, namely the arrangements of the CNOT gates in each entangler block of the ansatz, we have decided to compare systematically the performance of WAHTOR with those of VQE on a simple case. For this purpose, considering an $H_{2}$-8qubits system, we have chosen a set of 144


Figure 3.4: WAHTOR work for $H_{2}$ molecule. Energy optimization following the gradient on $\boldsymbol{R}$ parameters provided by the WAHTOR algorithm. Gradient norm (red line) and percentage of correlation energy (blue dashed line) are shown as a function of the optimization steps during adiabatic optimiza-
 and entangler map shown in Figure 3.2.
different hardware-efficient ansätze with depth 2. Details on the structure of the wavefunctions are shown in the computational details section. Figure $3.5(\mathrm{a})$ reports for each of the 144 entangler maps considered, the best VQE energy values (green crosses) and the final energy obtained by WAHTOR optimization (blue circles). The VQE energies are spread out in a range from $20 \%$ to $60 \%$ of correlation energy, with the exception of two entangler maps that reach approximately $79 \%$ and $98 \%$ of the correlation energy. The effect of using the WAHTOR algorithm lead to a significant improvement. The results are all clearly spanning a small set of three local minima that correspond approximately to $24 \%, 79 \%$ and $98 \%$ of the correlation energy. The majority of the optimizations (about $80 \%$ ) reached the $79 \%$ of correlation energy whereas $12 \%$ the $98 \%$ and only the $8 \%$ remain at $24 \%$ of the correlation energy. We will investigate later in the text whether these minima correspond to the same physical state. One of the main problems troubling VQE is represented by the presence of a large number of local minima. This issue requires performing a significant amount of VQE evaluations when starting from circuit parameters randomly distributed [64, 65]. To investigate the effect of WAHTOR on this issue we consider 100 independent VQE opti-

(a) simulations using different entangler maps

(b) indipendent simulations using the same entangler map

(c) increasing circuit depth

Figure 3.5: (a) Comparison between WAHTOR (blue circles) and VQE (green crosses) energies obtained using 144 ansätze with different entangler maps. We used the $H_{2}$-8qubits system with Jordan-Wigner mapping and circuit depth equal to 2. (b) Energies and Percentage correlation energies for different VQE initial ansatz parameters. The VQE (green crosses) and WAHTOR (blue circles) energies from different independent simulations of
 the ansatz is composed by 2 blocks with fixed entangler map, shown in figure 3.2. (c) Solid green squares represent VQE energies obtained with an increasing circuit depth. The system considered is the $H_{2}$-8qubits obtained with Jordan-Wigner mapping and the entangler map used in each ansatz is the same and equal to the one shown in figure 3.2. The blue line represents the WAHTOR energy obtained with the same system and a circuit ansatz with depth 2.

| entangler map |  |  |  |  | mapping |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $[[0,1],[1,2],[2,3],[3,4],[4,5],[5,6],[6,7]]$ | JW | -1.84818 | 24.6 | -1.86134 | 78.2 |
| $[[0,1],[0,2],[0,3],[2,4],[4,5],[4,6],[4,7]]$ | JW | -1.85359 | 47.1 | -1.86629 | 98.0 |
| $[[0,1],[1,2],[2,3],[1,4],[4,5],[4,6],[4,7]]$ | JW | -1.85332 | 46.0 | -1.86175 | 79.8 |
| $[[0,1],[0,2],[2,3],[2,4],[4,5],[4,6],[6,7]]$ | JW | -1.85363 | 47.2 | -1.86647 | 98.8 |
| $[[0,1],[1,2],[2,3],[3,4],[4,5],[5,6],[6,7]]$ | P | -1.85426 | 49.8 | -1.86646 | 98.7 |
| $[[0,1],[0,2],[0,3],[2,4],[4,5],[4,6],[4,7]]$ | P | -1.84987 | 32.2 | -1.86134 | 78.2 |
| $[[0,1],[1,2],[2,3],[1,4],[4,5],[4,6],[4,7]]$ | P | -1.85406 | 49.0 | -1.86646 | 98.7 |
| $[[0,1],[0,2],[2,3],[2,4],[4,5],[4,6],[6,7]]$ | P | -1.85426 | 49.8 | -1.86646 | 98.8 |
| $[[0,1],[1,2],[2,3],[3,4],[4,5],[5,6],[6,7]]$ | BK | -1.86121 | 77.6 | -1.86134 | 78.2 |
| $[[0,1],[0,2],[0,3],[2,4],[4,5],[4,6],[4,7]]$ | BK | -1.86634 | 98.3 | -1.86638 | 98.4 |
| $[[0,1],[1,2],[2,3],[1,4],[4,5],[4,6],[4,7]]$ | BK | -1.86161 | 79.3 | -1.86175 | 79.8 |
| $[[0,1],[0,2],[2,3],[2,4],[4,5],[4,6],[6,7]]$ | BK | -1.86634 | 98.3 | -1.86638 | 98.4 |

Table 3.1: VQE and WAHTOR results for $H_{2}$ molecule using different mapping and starting from different initial ansatz with depth 2.
mizations using the same fixed entangler map (green crosses of figure 3.5(b)) for an empirical ansatz with depth equal to 2 and 24 variational parameters. Starting from these points, WAHTOR energies (blue circles) show that if the starting VQE energies are sufficiently good (below $24 \%$ of correlation energy) the algorithm is able to jump the region of the VQE local minima ( $42.01 \%$ if correlation energy) often achieving $98.75 \%$ of the correlation energy. We note that to reach the same correlation energy value using VQE is necessary to increase the circuit depth at least by a factor 5 (using 48 variational parameters), as shown in Figure 3.5(c). We have also observed that although the unitary transformation depends in principle on 16 parameters, in practice, due to orbital symmetries, only one of such parameters is relevant for energy optimization. Therefore, in this example, the total number of variational parameters optimized in the WAHTOR procedure can be considered as 25 , just one more than the VQE procedure. We have therefore demonstrated that we can obtain the same result using a much shorter circuit depth, with less than half CNOT gates, which is a crucial ingredient to avoid noise dominance in NISQ devices [81, 82]. Using the same method we tested the algorithm for different encoding methods. VQE and WAHTOR energies with different wavefunction ansatzes and mapping schemes have been reported in Table 3.1. The blue circles at $98 \%$ correlation energy in figures $3.5(\mathrm{a})$ and $3.5(\mathrm{~b})$ are associated with WAHTOR optimized wavefunctions having all different $\boldsymbol{\theta}$ and $\boldsymbol{R}$ parameters. To investigate whether these points represent the same physical state we have rotated back for each case the final wavefunction on the original starting Hamiltonian and analysed the major components of such wavefunctions with respect to the exact solution (diagonalization). Figure 3.6 shows that the $98 \%$ points using different entangler maps (blue crosses


Figure 3.6: Image shows the seven states of the ground state to which the highest absolute values of the weights correspond (Hartree-Fock term is not included). Magenta points correspond to the exact ground state while red, green and blue points correspond to wavefunctions that characterize the local minima at, respectively, $24 \%, 79 \%$ and $98 \%$ of correlation energy. For each minimum two different wavefunctions (corresponding to the different entangler maps of Figure 3.5(a)) are shown and it follows that these correspond to the same physical state.
and triangles) do actually represents the same physical states since they possess all the most important excitations which are present in the exact result (magenta squares). Analogously, $24 \%$ and $79 \%$ data with different entangler maps also represent the same physical minima as shown by red and green points. In these latter cases, the wavefunctions are clearly missing some of the ingredients of the ground state; for instance, the $78 \%$ cases do not include the first double excitation. An important characteristic of a quantum chemistry calculation is the capability to describe chemically different situations (such as bonding, transition states or atomic limit). We investigate this flexibility property by measuring the percentage of the correlation energy along the $\mathrm{H}_{2}$ dissociation curve using Jordan-Wigner mapping as reported in Figure 3.7. For each atomic distance, the best result obtained from 50 VQE simulation and the corresponding WAHTOR result are reported along the entire dissociation curve. Data shows that the new algorithm is able to


Figure 3.7: Performance of VQE and WAHTOR along the dissociation curve for $\mathrm{H}_{2}$ molecule.
adapt to different chemical regimes, from bond formation to single atoms. To test the algorithm on a more complex system with a greater number of qubits, we consider the $L i H$ molecule sto- 3 g basis set (system LiH -10qubits and $L i H-12 q u b i t s$ with and without the two qubits reduction, respectively, as described in computational details section). The ansatz used consists of two blocks in which the entangler map is of ladder type. The typical trends for the energy and gradient norm for a LiH -12qubits are shown in Figure 3.8. In this case, despite the initial ansatz parameters not being optimized, the algorithm reached anyway the value of $93 \%$ of correlation energy. As in the case of the $\mathrm{H}_{2}$ molecule, 50 simulations of the VQE algorithm and one WAHTOR simulation were carried out starting from the wave function parameters corresponding to the best energy result among out of 50 VQEs. Similarly to what was observed for the case of $H_{2}$-8qubits, WAHTOR is able to significantly improve the correlation energy of the minimal circuit depth of 2 , reaching $93 \%$ of the correlation energy, whereas the VQE value only reaches $72 \%$. Different lithium hydride systems have been considered in order to compare the WAHTOR and the VQE algorithm. Table 3.2 shows results obtained considering different encoding maps with the same ansatz structure. Note that the lowest energies reached by VQE and WAHTOR algorithms do not depend on the encoding method used. We also consider a system


Figure 3.8: WAHTOR work for LiH molecule. The percentage of correlation energy (red line) and gradient norm (blue dashed line) for LiH-12qubits system, Jordan-Wigner mapping and simple ladder entangler map is reported as a function of the optimization steps.
with strong correlations, that is the dissociation of a square $H_{4}$ molecule. Figure 3.9 shows the VQE and WAHTOR correlation energy along the reaction coordinate that describes the $H_{4}$ to $4 H$ dissociation process. Even in such extreme case of strong correlation, it is clear as WAHTOR is able to significantly improve the variational recovery of the correlation energy.

### 3.4.2 Noiseless measurement-based simulations

Since on quantum devices the evaluation of energy and gradients is carried out through measurement-based procedure, both quantities will be affected

|  |  | VQE |  | WAHTOR |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| mapping | \# qubits | energy | \%corr energy | energy | \%corr energy |
| JW | 12 | -8.87188 | 71.3 | -8.87643 | 93.7 |
| BK | 12 | -8.87185 | 71.2 | -8.87643 | 93.7 |
| P | 12 | -8.87202 | 72.0 | -8.87643 | 93.7 |
| P | 10 | -8.87202 | 72.0 | -8.87643 | 93.7 |

Table 3.2: VQE and WAHTOR results for LiH molecule using different mapping.


Figure 3.9: Performance of VQE and WAHTOR along the dissociation curve of a square $H_{4}$ molecule into 4 hydrogen atoms.
by statistical noise. In this section, we investigate the robustness of WAHTOR optimization against the noise on the energy gradient arising from measured-based simulations instead of state-vector simulations. The further optimization introduced by WAHTOR might in principle introduce additional instabilities along the optimization process with respect to traditional VQE. We investigated this issue considering the $H_{2}$-8qubits system with the same ansatz used in the previous section (depth 2 and the following entangler map: $[[0,1],[0,2],[0,3],[2,4],[4,5],[4,6],[4,7]])$. For the VQE optimizations of the WAHTOR algorithm we used state vector simulations while the energy derivatives are evaluated with the noiseless measurements. As optimization method for the VQE we have chosen the COBYLA [77] algorithms. Figures 3.10 (a) and 3.10(b) show the correlation energy and gradient norm of the energy with respect to the $\boldsymbol{R}$ parameters as a function of the optimization steps. The data show that the measured-based simulations in the derivatives converge very close to the state vector simulations. In the case of $H_{2}-8$ qubits system this happens already for 2048 shots. Obviously, as the number of shots increases, the convergence is achieved with a smaller number of optimization steps and the resulting curve looks smoother. The results for the larger system LiH-12qubits (shown in panels (c) and (d) of Figure 3.10) clearly require a larger amount of shots. In summary, the WAHTOR opti-


Figure 3.10: Effect of noiseless measurement-based evaluation of gradients in WAHTOR method. Panel (a) and (b): $H_{2}$-8qubits system. Panel (c) and (d): LiH-12qubits system. Energies (left panels) and gradient norms with respect to the $\boldsymbol{R}$ parameters (right panels), are reported for both systems using a different number of shots.
mization is possible also in presence of statistical noise with a limited amount of shots.

### 3.4.3 Noisy measurement-based simulations

The effect of noise has to be investigated to verify the performance of the proposed algorithm on real NISQ devices. The possibility to adapt the Hamiltonian to a given wavefunction ansatz using the energy gradient with respect to the $\boldsymbol{R}$ parameters will be valid only if this gradient is not covered by noise. We have therefore simulated our algorithm using a noise model which is built starting from parameters of the ibmq_boeblingen quantum hardware [81]. Starting from the noise model of this device, we considered a simplified noise model consisting of the average values of the error probabilities of
the single qubit gates, the CNOT gates, and the readout errors. We also considered models with reduced overall noise by multiplying all parameters by different factors, with the aim to find the minimum tolerated errors for the WAHTOR algorithm able to estimate energies that can be compared to those obtained by state vector simulations. The system considered is the $H_{2}$-8qubits molecule with the same ansatz chosen as the one used in previous simulations. Starting from the optimized parameters by the noiseless measured-based WAHTOR simulations, we performed noisy measurements of the energy of the $H_{2}$ molecule using the noise models described before. Figure 3.11 shows the energy results for each noise model (same model with different average values of errors): for each system, 20 energy measurements have been performed with 100000 shots and the values reported correspond to their average value with the corresponding standard deviation. Data show that, without using error-mitigation techniques, the WAHTOR algorithm can be applied on devices with a CNOT gate error smaller than $0.001 \%$ and with a readout error smaller than $0.004 \%$.

|  | readout <br> error | single qubit gate <br> error (1 pulse) | CNOT gate <br> error |
| :---: | :---: | :---: | :---: |
| Reference Values | $4,70 \%$ | $0,038 \%$ | $1,30 \%$ |
| A | $0,047 \%$ | $0,038 \%$ | $0,13 \%$ |
| B | $0,047 \%$ | $0,00038 \%$ | $0,13 \%$ |
| C | $0,047 \%$ | $0,00038 \%$ | $0,013 \%$ |
| D | $0,047 \%$ | $0,00038 \%$ | $0,0013 \%$ |
| E | $0,0047 \%$ | $0,000038 \%$ | $0,013 \%$ |
| F | $0,0047 \%$ | $0,00038 \%$ | $0,0013 \%$ |
| G | $0,0047 \%$ | $0,000038 \%$ | $0,0013 \%$ |



Figure 3.11: WAHTOR energy obtained from the average of 20 measurements made with 100000 shots. Each point represents the average energy related to the noise model whose values are reported in the table on the left.

### 3.5 Conclusions

In this section, we have proposed a VQE strategy to adapt the Molecular Hamiltonians used in Quantum Chemistry to a given wavefunction ansatz by using a unitary transformation of the molecular orbitals. This strategy can be viewed as a reversal of perspective: instead of optimizing the circuit topology, we optimize the molecular Hamiltonian (or in general a cost function) to 'adapt' it to a given circuit ansatz. Through the explicit evaluations of energy gradients with respect to the parameters of the unitary transformation of the Hamiltonian we have demonstrated in prototypical cases that the amount of correlation energy can be significantly improved without modifying the topology of the ansatz. This flexibility allows adapting the Hamiltonian to the construction of circuits that reflect the connectivity of the hardware. For instance, using ansätze that can only provide about $45 \%$ correlation energy in VQE such procedure can gain up to the $98 \%$ (as illustrated in Figure $3.5(\mathrm{~b})$ ). The proposed optimization of the unitary transformation is robust against noise and it is especially convenient when applied in NISQ devices, in which the circuit depth is the main limitation to the application of quantum computing algorithms to real cases because of noise and decoherence. A second positive advantage of having a shallow circuit is the smaller propensity of being trapped into local minima since it has been demonstrated that depth is correlated to the presence of barren plateaux [66]. Since the downsizing of the Hilbert space is a crucial ingredient to reduce the number of logical qubits, an extension of the proposed methodology that might be worthwhile to investigate is the use of active space selections [83, 84]. Even without the use of such techniques, it seems anyway that the orbitals rotations in the WAHTOR algorithm allow a partial compensation of the effect of the reduction of the active space, similar to what was observed in ref.[68]. The optimization process applied here to the case of finding the ground state of the Molecular Hamiltonian can be in principle extended to other cost functions useful in Chemistry or in other fields that are invariant under some particular unitary transformations and might be therefore extended to other VQE optimizations.

## Chapter 4

## Optimization strategies in WAHTOR algorithm

By exploiting the invariance of the molecular Hamiltonian by a unitary transformation of the orbitals it is possible to significantly shorter the depth of the variational circuit in the VQE algorithm by using the WAHTOR algorithm. This work introduces a non-adiabatic version of the WAHTOR algorithm and compares its efficiency with three implementations by estimating Quantum Processing Unit (QPU) resources in prototypical benchmarking systems. Calculating first and second-order derivatives of the Hamiltonian at fixed VQE parameters does not introduce a significant QPU overload, leading to results on small molecules that indicate the non-adiabatic Newton-Raphson method as the more convenient choice. On the contrary, we find out that in the case of Hubbard model systems the trust region non-adiabatic optimization is more efficient. The preset work therefore clearly indicates the best optimization strategies for empirical variational ansatzes, facilitating the optimization of larger variational wavefunctions for quantum computing.

### 4.1 Introduction

Quantum computers and algorithms have brought about significant advancements in computational capabilities, potentially revolutionising numerous scientific fields. [85, 86, 87, 88, 89] Leveraging the principles of quantum mechanics, these technologies enable the manipulation and processing of information in ways that are fundamentally different from classical computers. [22, 90] Among the many applications of quantum algorithms, quantum simulations [91, 92] stand out as a field that stands to benefit significantly from these advancements, particularly in quantum chemistry. [56, 50, 5, 93] One
of the leading quantum algorithms for addressing quantum chemistry problems is the Variational Quantum Eigensolver (VQE). [35, 36, 44, 94, 95] VQE combines classical and quantum resources to find the ground state energy of a molecular system. By employing a parameterized quantum ansatz representing a trial wave function, VQE iteratively adjusts the parameters to minimize the energy through measurements performed on a quantum computer. This hybrid approach allows for exploring the complex quantum landscape associated with molecular systems. Despite its promise, VQE faces challenges in scaling to larger systems due to the exponential growth of the parameter space and, more generally, due to the implementation of the longer circuits describing wavefunctions on noisy devices. To overcome these obstacles, many algorithms have been developed to improve the performance of the VQE. [65, 69, 96, 97, 98] Moreover using heuristic ansätze [67, 82], rather than the chemically inspired ones [99, 38, 62], allows us to consider more shallow circuits. Another solution being explored is the development of pulse-based ansätze, which aims to optimize and shorten circuit lengths. [100, 101, 102] One of the methods that have emerged as a potential solution is the Wave Function Adapted Hamiltonian Through Orbital Rotations (WAHTOR). [103] This algorithm optimizes molecular orbitals by adapting the Hamiltonian to the chosen topology of the wave function ansatz, utilizing orbital rotations to facilitate more efficient and accurate simulations within the VQE framework. Essentially, the algorithm works as follows: once defined the initial Hamiltonian $H$ in the Hartree-Fock basis, we perform a first VQE algorithm. Then we apply to the initial Hamiltonian a parameterized unitary operator $\hat{U}_{1}=\hat{U}_{1}\left(\boldsymbol{R}_{1}\right)$, corresponding to a change of the singleparticle basis set. The vector of the rotation parameters $\boldsymbol{R}_{\mathbf{1}}$ is chosen in order to find the operator $\hat{U}_{1}$ that reduces the expectation value of the energy. The transformed Hamiltonian $\hat{U}_{1}^{\dagger}\left(\boldsymbol{R}_{\mathbf{1}}\right) H \hat{U}_{1}\left(\boldsymbol{R}_{\mathbf{1}}\right)$ is used to perform a VQE optimization for the re-optimisation of the wave function. Once the ansatz optimisation is converged we determine, keeping the ansatz parameters fixed, a new operator $\hat{U}_{2}=\hat{U}_{2}\left(\boldsymbol{R}_{2}\right)$, corresponding to an additional rotation that is applied to the Hamiltonian used in the previous VQE, so the resulting unitary transformation is obtained by applying the operator $\hat{U}_{1}\left(\boldsymbol{R}_{\mathbf{1}}\right) \hat{U}_{2}\left(\boldsymbol{R}_{\mathbf{2}}\right)$ to the initial Hamiltonian to perform another VQE. We alternate a VQE run and the definition of a new Hamiltonian until energy convergence is reached. Thus the final Hamiltonian can be calculated by applying the operator given by the product of the single unitary operators $\hat{U}=\hat{U}_{1}\left(\boldsymbol{R}_{1}\right) \hat{U}_{2}\left(\boldsymbol{R}_{2}\right) \hat{U}_{3}\left(\boldsymbol{R}_{\mathbf{3}}\right) \ldots$ to the initial Hamiltonian, i.e. the one expressed in the Hartree-Fock basis. Orbital optimization in the context of the VQE quantum algorithm is a method also adopted in the ref. [68]: in this work, the optimization exploits
derivatives up to the second order and the optimizer moves along the direction of the Newton method. On the other end, the WAHTOR method is a useful approach that offers flexibility in choosing optimizers capable of leveraging the analytic derivatives of any order, as shown in the present work. Optimizers play a crucial role in the process, aiming to identify the optimal set of parameters that minimize the energy of a given system. [104, 105] Different optimizers employ a variety of strategies and algorithms that efficiently explore the energy landscape, resulting in faster convergence and improved accuracy. In this study, we compare the original algorithm, called adiabatic, with a new procedure, called non-adiabatic that we will illustrate in section 4.3. The main focus is to explore the potential of the non-adiabatic versions of the WAHTOR algorithm. Through the analysis of these optimizers, our objective is to examine their convergence behaviour, computational efficiency and accuracy. This evaluation aims to enhance our understanding of their functioning and contributions to the optimization of molecular orbitals in quantum chemistry simulations. It is important to note that the WAHTOR method extends beyond molecular systems, finding relevance in other quantum systems such as the Hubbard model. [106, 107, 108, 109] By exploring the performance of these optimizers on different systems, we can gain insight into their versatility and potential applications of the algorithm to different quantum systems. In section 4.2 we provide the computational specifics of the algorithm, including the systems studied, the ansatz used, and a description of the optimization strategies employed. In section 4.3, we present the mathematical treatment of the non-adiabatic algorithm and we analyze the performance of the optimization methods for each system considered. Specifically, we examine the optimization steps in relation to the number of measured strings, which reflects the utilization of QPU resources during the optimization. Lastly, in section 4.4, we discuss the results obtained.

### 4.2 Computational details

## Implementation of derivatives

we do not consider mixing all orbitals with the same spin but we simply linearly combine orbitals with the same spin that possesses the same geometric symmetries. One can see the optimization of orbitals as a mixing of the starting orbitals weighted by the rotation vector $\boldsymbol{R}$. For the implementation of the WAHTOR algorithm, the matrices responsible for the basis change consider spin symmetry. This means that the spin-up and the spin-down single-particle states are not linearly combined and they are transformed using the same generic unitary transformation, represented by the matrix $U$.

This results in a set of $\frac{n^{2}+n}{2}$ symmetric and $\frac{n^{2}-n}{2}$ antisymmetric matrices as generators for a system with $n$ single-particle states for each spin projection. In the case of molecules, by linearly combining only spin-orbitals with the same spatial symmetry, we can reduce the number of variables (or parameters) in the Hamiltonian lowering the computational cost.

## Simulated systems

We tested the optimization methods of the WAHTOR algorithm on two molecular systems and on the Hubbard model, which represent an example of a strongly correlated system. For the molecule, the Hamiltonian has been calculated using the PySCF Python package.[72] The systems studied, along with their descriptions, are as follows:

- Hydrogen fluoride $(H F)$ : atoms were set at the bond distance of $0.917 \AA$ using the 'sto-3g' basis set. The system, obtained through the JordanWigner encoding method and the frozen core approximation, comprises 10 qubits. For simulations, a heuristic ansatz with 2 blocks was employed. Each block includes a layer of rotations around the y-axis on each qubit, as well as a simple ladder map of entanglers (CNOT gates) in which each qubit is the target of the previous qubit and the control of the following qubit.
- Water molecule $\left(\mathrm{H}_{2} \mathrm{O}\right)$ : the atoms are arranged to form an isosceles triangle with oxygen positioned at the vertex, the distance between the oxygen and the hydrogen is equal to $0.957 \AA$ while the angle at the vertex, between the two equal sides of the triangle, is equal to $104,5^{\circ}$. The 'sto-3g' basis set was utilized. The resulting system, obtained using the Jordan-Wigner mapping [110] and the frozen core approximation, consists of 12 qubits. The blocks of the ansatz are the same used for the $H F$ molecule but with a depth of 4 instead of 2 .
- 4 -site ring Hubbard model in the half-filling regime: the Hamiltonian of the system is:

$$
\begin{equation*}
H=\sum_{<i, j>} \sum_{\sigma=\uparrow, \downarrow}-\left(a_{i \sigma}^{\dagger} a_{j \sigma}+a_{j \sigma}^{\dagger} a_{i \sigma}\right)+V \sum_{i=1}^{4} n_{i \uparrow} n_{i \downarrow}+\mu \sum_{i}^{4}\left(n_{i}-2\right)^{2} \tag{4.1}
\end{equation*}
$$

where $n_{i \sigma}=a_{i \sigma}^{\dagger} a_{i \sigma}$ with $\sigma=\{\uparrow, \downarrow\}, V$ is the on-site potential, $n_{i}=$ $n_{i \uparrow}+n_{i \downarrow}, \mu$ is the chemical potential preserving the requested number of particle for each spin and $\langle i, j\rangle$ denote the nearest-neighbour. We use the value $V=8$ and $\mu=8$, which is a strongly correlated regime. We applied the Jordan-Wigner mapping obtaining an 8 -qubit system and the heuristic ansatz considered is composed of 7 blocks:
each odd block consists of a pattern of entanglers given by the map $[0,1],[1,2],[2,3],[4,5],[5,6],[6,7]$ and each even block by the topology $[0,4],[1,5],[2,6],[3,7]$. The first two blocks of the ansatz are shown in figure 4.1.


Figure 4.1: Entangler map for the Hubbard system.

## Ansatz optimization

The ansatz parameters are represented with the vector $\boldsymbol{\theta}$, initialized randomly in the range $[0,2 \pi)$. For all the simulated systems, the VQE algorithm optimizes these parameters using the BFGS optimizer in the state vector mode and the convergence threshold is set to $10^{-6} \mathrm{Eh}$. The Qiskit library [73] has been used to prepare the quantum circuit, map the fermionic system into qubits and evaluate the cost function.

## Hamiltonian optimization strategies

Two optimization strategies have been considered for the WAHTOR algorithm: the first is the adiabatic optimization, as described in ref. [103] and the second is the non-adiabatic optimization, illustrated in the next section. The distinction between adiabatic and non-adiabatic methods lies in the variational quantum state that is taken into account during any calculation of the energy derivatives with respect to the Hamiltonian parameters. In the first case, according to the Hellmann-Feynman theorem, the parametrized quantum state is the one that minimizes the energy functional with respect to that value of the Hamiltonian parameters. [103] For the non-adiabatic method, the energy is simply a function of the Hamiltonian parameters so that the
resulting quantum state, in general, is not at its variational minimum or, if it is, the energy derivatives of order greater than one can be calculated as the expectation value of the Hamiltonian derivatives operator. Derivatives calculation requires classical and quantum resources, for this reason we implemented three different optimization strategies of the Hamiltonian for the non-adiabatic algorithm:

- non-adiabatic trust region: the cost function is approximated with a quadratic model into a region around the current point. The radius of this trust region is determined at each step and the optimum value of the cost function is determined inside this region. [104] In each step of the Hamiltonian optimization routine, the first and second derivatives of the cost function are determined using the equations described in the next section. The new Hamiltonian is found and another step of this routine start. The cycle continues until convergence is reached.
- non-adiabatic Newton-Raphson: in the Hamiltonian optimization routine, the $\hat{U}(\boldsymbol{R})$ operator is determined by taking

$$
\begin{equation*}
\boldsymbol{R}=-\left.\left(\left.\nabla^{2} E(\boldsymbol{R}, \boldsymbol{\theta})\right|_{\boldsymbol{R}=\mathbf{0}}\right)^{-1} \nabla E(\boldsymbol{R}, \boldsymbol{\theta})\right|_{\boldsymbol{R}=\mathbf{0}} \tag{4.2}
\end{equation*}
$$

following the idea of the Newton-Raphson optimizer [111]. The operator $\hat{U}(\boldsymbol{R})$ give us the new Hamiltonian.

- non-adiabatic BFGS: this method exploits the BFGS (Broyden-Fletcher-Goldfarb-Shanno) optimization algorithm to update the cost function. $[112,113,114,115]$ A quadratic model of the objective function is built but, in this case, the Hessian matrix is approximated using the incremental ratio of the gradient. In our implementation, this method does not use derivatives of the cost function so even the gradient is approximated. In this case, the derivatives are not calculated but their estimation is repeated until convergence is reached.

The three strategies illustrated above and the adiabatic strategy have been compared to evaluate the convergence behaviour and assess their advantages and limitations in terms of Quantum Processing Unit (QPU) resources. We remark that the QPU resources are not directly linked to the number of optimization steps for the Hamiltonian since also the number of optimization steps for the $\boldsymbol{\theta}$ parameters of the wavefunction depends on whether the optimization has been carried out adiabatically or non-adiabatically. We, therefore, assume as a good estimation of the QPU resource directly the number of Pauli strings evaluations performed on quantum computing units.

### 4.3 Results

### 4.3.1 Non-adiabatic WAHTOR algorithm

In this subsection, we illustrate in detail the non-adiabatic WAHTOR algorithm. Note that the notation is different from the one used in the previous chapter. The idea behind this method is to transform the Hamiltonian with the aim to adapt it to a given empirical ansatz. To this aim, we can exploit the property that the eigenvalues of the Hamiltonian $H$

$$
\begin{equation*}
H=\sum_{i, j} h_{i j} a_{i}^{\dagger} a_{j}+\frac{1}{2} \sum_{c, d, e, f} g_{c d e f} a_{c}^{\dagger} a_{d}^{\dagger} a_{e} a_{f} \tag{4.3}
\end{equation*}
$$

and the eigenvalues of $\hat{U}^{\dagger} H \hat{U}$ are the same if $\hat{U}$ is a unitary operator. Here we introduced a set of $N$ single-particle states with the corresponding creation and the annihilation operators, respectively $a_{i}^{\dagger}$ and $a_{i}$ for $i=1, \ldots, N$. For the unitary operator, we choose the following parametrized form:

$$
\begin{equation*}
\hat{U}=\hat{U}(\boldsymbol{R})=e^{\sum_{j k}(i \boldsymbol{R} \cdot \boldsymbol{T})_{j k} a_{j}^{\dagger} a_{k}} \tag{4.4}
\end{equation*}
$$

where $\boldsymbol{T}$ and $\boldsymbol{R}$ are two vectors, the components of the former are the generators of the unitary matrix's Lie group with dimension $N x N$, whereas the latter is a vector of real components that are the variational parameters corresponding to the specific transformation applied to the Hamiltonian. The new operators $b_{i}^{\dagger}=\hat{U} a_{i}^{\dagger} \hat{U}^{\dagger}$ and $b_{i}=\left(b_{i}^{\dagger}\right)^{\dagger}$ satisfy the fermionic anticommutation relations

$$
\begin{equation*}
\left\{b_{i}^{\dagger}, b_{j}^{\dagger}\right\}=0 \quad\left\{b_{i}, b_{j}^{\dagger}\right\}=\delta_{i j} \quad i, j=1, \ldots, N \tag{4.5}
\end{equation*}
$$

It follows that we can interpret these operators as the ones associated with a different set of $N$ single-particle states that can be used to describe our quantum system. So, by exploiting the relation

$$
\begin{equation*}
b_{k}^{\dagger}=\sum_{j=1}^{n} U(\boldsymbol{R})_{j k} a_{j}^{\dagger} \quad U(\boldsymbol{R})=e^{i \boldsymbol{R} \cdot \boldsymbol{T}} \tag{4.6}
\end{equation*}
$$

the transformed Hamiltonian $\hat{U}^{\dagger} H \hat{U}$ can be expressed in the initial singleparticle basis set as

$$
\begin{equation*}
H(\boldsymbol{R}) \equiv \hat{U}^{\dagger}(\boldsymbol{R}) H \hat{U}(\boldsymbol{R})=\sum_{i, j} h(\boldsymbol{R})_{i j} a_{i}^{\dagger} a_{j}+\frac{1}{2} \sum_{c, d, e, f} g(\boldsymbol{R})_{c d e f} a_{c}^{\dagger} a_{d}^{\dagger} a_{e} a_{f} \tag{4.7}
\end{equation*}
$$

where $h(\boldsymbol{R})$ and $g(\boldsymbol{R})$ are the transformed tensors of respectively $h$ and $g$

$$
\begin{align*}
h(\boldsymbol{R}) & =e^{-i \boldsymbol{R} \cdot \boldsymbol{T}} h e^{i \boldsymbol{R} \cdot \boldsymbol{T}}  \tag{4.8}\\
g(\boldsymbol{R}) & =e^{-i \boldsymbol{R} \cdot \boldsymbol{T}} \otimes e^{-i \boldsymbol{R} \cdot \boldsymbol{T}} g e^{i \boldsymbol{R} \cdot \boldsymbol{T}} \otimes e^{i \boldsymbol{R} \cdot \boldsymbol{T}} \tag{4.9}
\end{align*}
$$

Now, we represent with $\left|A_{i}\right\rangle$ and $\left|B_{i}\right\rangle$, for $i=1, \ldots, 2^{N}$, the Slater determinants obtained by applying on the vacuum state $|\varnothing\rangle$ the operators belonging respectively to the sets $\left\{a^{\dagger}\right\}$ and $\left\{b^{\dagger}\right\}$. It follows that for every parametrized state $|\Psi(\boldsymbol{\theta})\rangle=\sum_{i=1}^{2^{N}} c_{i}(\boldsymbol{\theta})\left|A_{i}\right\rangle$, the application of the operator $\hat{U}$ give the new ket

$$
\begin{equation*}
|\Phi(\boldsymbol{\theta})\rangle=\hat{U}|\Psi(\boldsymbol{\theta})\rangle=\sum_{i=1}^{2^{N}} c_{i}(\boldsymbol{\theta})\left|B_{i}\right\rangle \quad c_{i}(\boldsymbol{\theta}) \in \mathbb{C} \quad i=1, \ldots, 2^{N} \tag{4.10}
\end{equation*}
$$

Since the coefficients of the linear combination do not change, $|\Psi(\boldsymbol{\theta})\rangle$ or $|\Phi(\boldsymbol{\theta})\rangle$ can be represented by a quantum circuit with the same value of the $\boldsymbol{\theta}$ parameters by mapping on the qubits the single-particle states corresponding respectively to the set $\left\{a^{\dagger}\right\}$ or $\left\{b^{\dagger}\right\}$. The energy cost function

$$
\begin{equation*}
E(\boldsymbol{R}, \boldsymbol{\theta})=\langle\Psi(\boldsymbol{\theta})| H(\boldsymbol{R})|\Psi(\boldsymbol{\theta})\rangle \tag{4.11}
\end{equation*}
$$

depends on both set of parameters $\boldsymbol{\theta}$ and $\boldsymbol{R}$. Energy can be optimized with respect to $\boldsymbol{R}$ parameters by calculating its n-order analytical derivatives:

$$
\begin{align*}
& \frac{d^{n} E(\boldsymbol{R}, \boldsymbol{\theta})}{d \boldsymbol{R}^{n}}=\sum_{i, j} \frac{d^{n} h(\boldsymbol{R})_{i j}}{d \boldsymbol{R}^{n}}\langle\Psi(\boldsymbol{\theta})| a_{i}^{\dagger} a_{j}|\Psi(\boldsymbol{\theta})\rangle  \tag{4.12}\\
& \quad+\frac{1}{2} \sum_{c, d, e, f} \frac{d^{n} g(\boldsymbol{R})_{c d e f}}{d \boldsymbol{R}^{n}}\langle\Psi(\boldsymbol{\theta})| a_{c}^{\dagger} a_{d}^{\dagger} a_{e} a_{f}|\Psi(\boldsymbol{\theta})\rangle
\end{align*}
$$

from which one can see the dependence on the n-order derivatives of $h(\boldsymbol{R})$ and $g(\boldsymbol{R})$. In particular, we can write down the first and second-order derivatives in $\boldsymbol{R}=\mathbf{0}$, that will be used along the optimization:

$$
\begin{align*}
& \left.\frac{d h(\boldsymbol{R})}{d R_{l_{1}}}\right|_{\boldsymbol{R}=\mathbf{0}}=i\left[T_{l_{1}}, h\right]  \tag{4.13}\\
& \left.\frac{d g(\boldsymbol{R})}{d R_{l_{1}}}\right|_{\boldsymbol{R}=\mathbf{0}}=i\left[T_{l_{1}} \otimes I+I \otimes T_{l_{1}}, g\right]
\end{align*}
$$

and

$$
\begin{align*}
& \left.\frac{d^{2} h(\boldsymbol{R})}{d R_{l_{1}} d R_{l_{2}}}\right|_{\boldsymbol{R}=\mathbf{0}}=-\frac{1}{2}\left(\left[T_{l_{1}},\left[T_{l_{2}}, h\right]\right]+\left[T_{l_{2}},\left[T_{l_{1}}, h\right]\right]\right) \\
& \left.\frac{d^{2} g(\boldsymbol{R})}{d R_{l_{1}} d R_{l_{2}}}\right|_{\boldsymbol{R}=\mathbf{0}}=-\frac{1}{2}\left(\left[T_{l_{1}} \otimes I+I \otimes T_{l_{1}},\left[T_{l_{2}} \otimes I+I \otimes T_{l_{2}}, g\right]\right]+\right.  \tag{4.14}\\
& \left.+\left[T_{l_{2}} \otimes I+I \otimes T_{l_{2}},\left[T_{l_{1}} \otimes I+I \otimes T_{l_{1}}, g\right]\right]\right)
\end{align*}
$$

where $I$ is the identity operator while $l_{1}$ and $l_{2}$ specify the components of the vector $\boldsymbol{R}$ along which we derive. The proofs of these equations can be found in


Figure 4.2: The scheme of the WAHTOR algorithm for both the optimization strategies, adiabatic and non-adiabatic defined in this article.
the chapter 10. The non-adiabatic WAHTOR is based on the optimization of wave function, i.e. the execution of a VQE, and of the Hamiltonian. More specifically once it has been defined the initial Hamiltonian $H$, a VQE optimization of the ansatz parameters $\boldsymbol{\theta}$ is performed. Then the minimum of $E(\boldsymbol{R}, \boldsymbol{\theta})$ with respect to $\boldsymbol{R}$ is found by exploiting one of the methods illustrated in section 4.2 , resulting in a $\hat{U}_{1}$ operator that is used to define the new Hamiltonian $\hat{U}_{1}^{\dagger} H \hat{U}_{1}$ that is taken into account to perform a new VQE. The procedure is repeated until the energy difference between two consecutive VQEs is below the chosen threshold. At each step $i$ in which an operator $\hat{U}_{i}$ is generated, the Hamiltonian is updated and the converged one is $\hat{U}^{\dagger} H \hat{U}$, where $\hat{U}=\hat{U}_{1} \hat{U}_{2} \hat{U}_{3} \ldots$. The converged quantum state $\left|\psi\left(\boldsymbol{\theta}_{\text {opt }}\right)\right\rangle$ minimizes the expectation value of $\hat{U}^{\dagger} H \hat{U}$. At the same time, $\hat{U}\left|\psi\left(\boldsymbol{\theta}_{\text {opt }}\right)\right\rangle$ can be seen as the state that minimizes $H$ and, as shown above, this one can be represented by the same quantum circuit of $\left|\psi\left(\boldsymbol{\theta}_{\text {opt }}\right)\right\rangle$ if the qubits map the fermionic modes $\left\{b^{\dagger}\right\}$ instead of $\left\{a^{\dagger}\right\}$. In figure 4.2 the non-adiabatic and adiabatic strategies for the WAHTOR algorithm are reported. We stress the fact that, for the adiabatic version in each Hamiltonian optimization step, we define an energy functional and exploit the Hellmann-Feynman theorem to calculate analytically the first derivatives. For the non-adiabatic method, since we are considering an energy function, we can calculate the derivatives of each order in each Hamiltonian optimization step. Obviously, the first derivatives are determined in the same manner for both strategies. From a computational point of view, the VQE algorithm involves evaluating the Pauli strings that make up the Hamiltonian at each step. On the other hand, when computing derivatives for Hamiltonian optimization, the wave function has fixed parameters, resulting in consistent Pauli strings for the derivative operators. As a result, the Pauli strings of the derivatives are computed only during the first time that they appear during the optimization and are not recalculated thereafter. It is worth noting that a significant portion of the Pauli strings composing the derivatives are identical to those of the Hamiltonian. Instead of recomputing them, we utilize the Pauli strings evaluated during the last optimization step of the VQE algorithm.

### 4.3.2 Quantum chemistry and Hubbard model results

In this subsection, we report the results obtained by applying the optimization strategies illustrated above to the considered benchmarking systems, ranging from 8 to 12 qubits. Figure 4.3 shows the energy as a function of the evaluated Pauli strings for the $H F$ molecule. All the optimizers start from the same VQE state corresponding approximately to the energy of -27.978 Hartree. Then a new Hamiltonian is generated through the calculation or


Figure 4.3: Performance of the different optimization strategies for the $H F$ molecule. The obtained energies are reported as a function of the number of evaluated Pauli strings.
the estimation of the required derivatives, giving rise to a new point on each curve. Then a new step of optimization for the ansatz parameters is performed followed by a new generation of the Hamiltonian, as described in the scheme in figure 4.2. The procedure is repeated until convergence is reached. The curves are built by reporting the energy values obtained in each step and all the optimization strategies converge approximately to the same energy value. As can be observed in figure 4.3, during the derivatives calculation steps, the number of evaluated Pauli strings is negligible with respect to the ones evaluated during the ansatz parameters optimization steps. Moreover, the Pauli strings that must be evaluated to determine the derivatives are partially included in the set corresponding to the Hamiltonian. Thus their values have been calculated only in the last step of the last ansatz optimization procedure. In addition, for the non-adiabatic methods, the expectation values of the strings can be used in the same Hamiltonian optimization, until the ansatz parameters are changed. Figure 4.3 shows that the nonadiabatic Newton-Raphson method requires one more VQE than the other non-adiabatic methods to converge, but the corresponding Hamiltonians are composed of a smaller number of Pauli strings with respect to the BFGS and the trust region optimization strategies. As a consequence, the non-adiabatic


Figure 4.4: Performance of the different optimization strategies for the $\mathrm{H}_{2} \mathrm{O}$ molecule. The obtained energies are reported as a function of the evaluated Pauli strings.

Newton-Raphson optimization method results to be the most efficient one. On the contrary, the adiabatic steepest descent is the most expensive optimization procedure, as expected. The same considerations can be inferred for the $\mathrm{H}_{2} \mathrm{O}$ molecular system by considering figure 4.4. In this case, the adiabatic steepest descent method not only requires much more QPU resources to be performed but also converges to higher energy with respect to the other optimization strategies. Even in this case, the non-adiabatic Newton-Raphson method is the most efficient strategy and it requires one less VQE than the other non-adiabatic strategies. Finally, in figure 4.5, we report the results obtained for the 4 -sites Hubbard model in the half-filling regime. The black curve in the figure refers to the exact lowest energy eigenstate. In this case, the optimization curves are substantially different from the ones obtained for the molecules due to the presence of a region with flat energy gradients. Nevertheless, the non-adiabatic schemes quickly get out of the plateau, with the non-adiabatic trust region method resulting to be the most efficient, in contrast to what is observed in molecules.


Figure 4.5: Performance of the different optimization strategies for the Hubbard system. The obtained energies are reported as a function of the evaluated Pauli strings.

### 4.4 Conclusions

We illustrated the non-adiabatic version of the WAHTOR algorithm [103] described in chapter 3. We compared the efficiency of three different implementations of the non-adiabatic version of the algorithm with the adiabatic one on three benchmark systems corresponding to different cost functions and qubits numbers. We showed that the QPU resources spent during the energy optimization are significantly reduced in all cases with respect to the adiabatic algorithm. This happens because the number of VQEs steps is significantly reduced during the Hamiltonian optimization, and these steps are quite demanding in terms of QPU resources.

Moreover, the resources are further reduced considering that some of the Pauli strings composing the derivatives of the cost function with respect to the Hamiltonian parameters have been evaluated in the last step on the last VQE. Each Pauli string is just measured one time until the ansatz parameters change, increasing the efficiency of the algorithm with this post-processing procedure. In particular, the non-adiabatic Newton-Raphson method was the cheapest algorithm for molecules whereas the non-adiabatic trust region was the most efficient for the Hubbard system. Both methods require the
calculation of the first and second-order derivatives, for which the analytic expression can be obtained using equations $4.12,4.13$ and 4.14. The nonadiabatic BFGS method does not require the calculation of the derivatives and never results to be the most efficient, but the estimation of the secondorder derivatives is enough to reduce significantly the quantum resources requested with respect to the adiabatic method. We infer that the hessian of the cost function, or its approximation, is necessary to reach our scope. Moreover, as shown in chapter 10, we have an analytic expression of the derivative of every order for $\boldsymbol{R}=\mathbf{0}$. They can be used to implement a non-adiabatic strategy that uses higher-order derivatives, such as the Halley method, that could give an advantage for systems that remain trapped in local minima with the strategies tested up to now.[116, 117]

## Chapter 5

## Natural orbitals and compactness of quantum mutual information

Natural orbitals, as defined in the electronic structure and quantum chemistry theories as the molecular orbitals diagonalizing the one-particle reduced density matrix of the groundstate, have represented for decades the perfect basis set to describe electron correlation. In this chapter we show, in the case of a few representative molecules, how natural orbitals are the orbitals providing the lowest variational energies in empirical ansätze for quantum computing calculations. Interestingly, the resulting quantum mutual information matrix built on such orbitals is also maximally compact, providing a clear picture of how such orbital choice is able to provide the optimal basis to describe electron correlation. In such a way, the correlation is encoded in a smaller number of qubit pairs contributing to the quantum mutual information matrix. The optimization procedure, achieved thanks to the WAHTOR algorithm, reduces the circuit depth for correlated empirical ansatz.

### 5.1 Introduction

Electronic structure theory and its implementation into algorithms and computer programs allow the study of many physical and chemical processes with both theoretical and application interests. In cases where electron correlation plays an important role, high-level classical electronic structure and quantum chemistry tools are necessary, albeit they become limited by the bad scaling of the required computational time with the size of the system. Quantum devices may offer a new opportunity to tackle these problems, in principle
leading to exponential advantage. [51, 118, 37, 1] Many algorithms have been developed, including hybrid quantum-classical algorithms that use classical and quantum resources in combination, exploiting at best features of both devices. One of the most widely used algorithms is the variational quantum eigensolver (VQE) [56, 35], which has the advantage to be suited to be used with also with noisy intermediate-scale quantum (NISQ) devices [81]. The electronic structure problem is tackled by writing the molecular Hamiltonian in the second quantisation scheme and mapping fermions into qubits using one of the many encoding methods available. [23, 26, 5] The Hamiltonian is therefore written as a weighted sum of strings of Pauli operators. A variational wave function is therefore optimised by a classical computer using the quantum computer to evaluate expectation values of the Hamiltonian, efficiently calculated on the quantum processor. Variational wave functions, i.e. variational quantum circuits, used in the VQE algorithm are often inspired by existing quantum chemistry methods that have been reformulated for the creation of chemically-inspired ansätze used in quantum algorithms such as unitary Coupled Cluster (UCC). Although these ansätze represent the quantum circuit translation of well-known and widely used high-level methods in quantum chemistry, their circuit realization can be composed by a large number of quantum gates. On NISQ devices, which are limited by the coherence time and by the noise of quantum gates, heuristic ansätze are rather considered, since they can better exploit the capabilities of the hardware, at the cost of losing the chemical/physical meaning of their construction. In this paper, we analyse the mutual information matrix of shallow depth ansätze in which we optimised both the variational parameters and the orbitals used to construct the ansätze. To achieve this goal we used the non-adiabatic WAHTOR algorithm illustrated in chapter 4. The algorithm was introduced in order to have a good description of the system considered using a short circuit, improving the energy results without increasing the number of the quantum gates in the circuit. The WAHTOR algorithm finds the optimal unitary transformation of the Hartree-Fock orbital for a given ansatz of a fixed topology. In this perspective, the Hamiltonian is optimised (or, in another perspective, orbitals are optimised) in order to adapt it to the connectivity of the ansatz. From the computational point of view, this optimization is achieved by using the gradient of the energy with respect to the parameters of the unitary transformation, without significant overload. By analysing the resulting optimised orbitals we have observed that they are converging very closely to the natural orbitals basis [17, 119, 4], namely the orbitals determined by the unitary transformation that diagonalizes the one-particle reduced density matrix of that ground state. WAHTOR procedure seems therefore to lead to the finding of "maximally correlated orbitals"
which were indeed identified as natural orbitals over the years. In addition, anticipating our results, we have discovered that in this WAHTOR-optimised / natural orbital basis set, the sparsity of the mutual information matrix is indeed increased. This result is expected based on the conjecture [17] that, in the natural orbital basis set, the quantum state is expressed with fewer determinants, thus reducing the number of significantly correlated qubits pairs when the molecule is mapped on a spin system. Section 5.2 shows the computational details of the systems under consideration and in section 5.3 we show how, for the systems of study, the optimized basis sets converge to these of natural orbitals. Finally, in the last section 5.4, we focus on the key results obtained and related discussions.

### 5.2 Computational details

## Simulated systems

We considered seven different molecular systems: $\mathrm{H}_{2}, \mathrm{LiH}, \mathrm{HF}, \mathrm{BeH}_{2}, \mathrm{H}_{2} \mathrm{O}$, $\mathrm{H}_{2} \mathrm{~S}$, and $\mathrm{NH}_{3}$. Depending on the systems we used different basis sets and frozen core approximations, as detailed in table 5.1. We use the JordanWigner encoding method [23] with a number of qubits ranging from 8 to 14 . The Hartree-Fock orbitals and the terms of the molecular Hamiltonian have been obtained using the PySCF Python package. [72] WAHTOR algorithm has been implemented by a in-house produced Python program exploiting the Qiskit Python libraries. [73] The variational energy results are reported in Hartree and the percentage of correlation energy is defined by

$$
\begin{equation*}
E_{\text {corr }}=\frac{E_{\text {calculated }}-E_{H F}}{E_{\text {full }-C I}-E_{H F}} \tag{5.1}
\end{equation*}
$$

where $E_{\text {full-CI }}$ is the exact energy, $E_{\text {calculated }}$ is the energy calculated using VQE or WAHTOR algorithm and $E_{H F}$ is the Hartree-Fock energy. Table 5.1, in addition to showing the energy results obtained, provides the value of the dimensionless parameter $\delta \in[0,1]$

$$
\begin{equation*}
\delta=\frac{\sum_{i}\left(\left|\left\langle W_{i} \mid N O_{i}\right\rangle\right|-\left|\left\langle H F_{i} \mid N O_{i}\right\rangle\right|\right.}{N-\sum_{i}\left|\left\langle H F_{i} \mid N O_{i}\right\rangle\right|} \tag{5.2}
\end{equation*}
$$

that measures how much the converged WAHTOR orbitals $(|W\rangle)$ are close to the natural ones $(|N O\rangle)$, calculated from the exact Full-CI state. Here $N$ is the number of orbitals considered and $|H F\rangle$ are the Hartree-Fock ones. So the closer the $\delta$ value is to 1 , the more the optimized orbitals are similar to the reference natural orbitals (corresponding to $\delta=1$ ); the closer it is to
zero, the more the optimized orbitals are closer to the Hartree Fock orbitals (corresponding to $\delta=0$ ).

## Implementation of quantum algorithm



Figure 5.1: Ladder entangler map for an 8 -qubits system. The quantum gates between the two barriers compose the block (identified by bold lines in the figure). Each block is repeated a certain number of times $d$, which is defined as the depth of the circuit.

The parametrized quantum circuit chosen in the present work belongs to the so-called heuristic ansätze build as follows. Firstly, a repetition of single qubit rotations around the y-axis is applied to the n-qubits Hartree-Fock reference state. After such rotations, an entangling block composed of CNOT gates followed by another set of independent rotations on each qubit has been applied. The block composed by CNOT gates and rotations can be therefore repeated a certain number of times, each time using different variational parameters, as shown in figure 5.1. The total number of blocks determines the circuit depth. In this chapter, we considered depth 2 for diatomic molecules and depth 4 for molecules composed of 3 or 4 atoms. CNOT gates are arranged to form a ladder, as shown in figure 5.1 for each molecule considered here except for $\mathrm{NH}_{3}$, for which we considered an ansatz topology with less than 13 CNOT gates. For each molecular system, we execute 100 VQE runs starting from different variational parameters and the lowest energy result was considered as starting point for the WAHTOR algorithm. We optimized the ansatz parameters using the L-BFGS-B optimizer.[76] The convergence is reached when in two successive WAHTOR iterations the VQE energies differ

Table 5．1：Basis set，number of qubits，VQE and WAHTOR percentage correlation energy results and geometric distance from the reference natural orbitals for each molecule under investigation．
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less than $10^{-6}$ Hartree. All simulations are executed using the statevector simulator.

Implementation of derivatives
For the implementation of the WAHTOR algorithm, the matrices that determine the basis change take spin symmetry into account, i.e. the spin-up and the spin-down spin-orbitals are never linearly combined. In this way, as generators for a system with $n$ orbitals, we have a set of $\frac{n^{2}+n}{2}$ symmetric and $\frac{n^{2}-n}{2}$ antisymmetric matrices. To further reduce computational efforts, we do not consider mixing all orbitals with the same spin but we simply linearly combine orbitals with the same spin that possesses the same geometric symmetries. Since the number of energy derivatives depends on the number of non-zero rotation parameters, it is considerably reduced by taking into account the above-mentioned symmetries.

## Quantum mutual information matrix

To study the correlation present in our wave functions, VQE, WAHTORoptimised or diagonalised ground states, we consider the quantum mutual information between the qubits that map the spin-orbitals of the system under consideration. The quantum mutual information between qubits $i$ and $j$ is defined as

$$
\begin{equation*}
I_{i j}=\left(S_{i}+S_{j}-S_{i j}\right) \delta_{i j} \tag{5.3}
\end{equation*}
$$

where $S_{i j}$ and $S_{j}$ are, respectively, the one and two qubits Von Neumann entropy defined as follows

$$
\begin{equation*}
S_{k}=-\operatorname{Tr}\left(\rho_{k} \log \rho_{k}\right) \tag{5.4}
\end{equation*}
$$

Here $k$ is a set of one or two indices belonging to the set of all qubits $\Omega$ and $\rho_{k}$ is the reduced density matrix obtained from the density matrix $\rho$ tracing out over all the indices not belonging to $k$

$$
\begin{equation*}
\rho_{k}=\operatorname{Tr}_{\{\Omega-k\}}(\rho) \tag{5.5}
\end{equation*}
$$

We represent the quantum mutual information as a symmetric matrix with elements along the diagonal equal to zero by definition, as done in [82]. The value of the correlation between the qubits can be observed in the upper or the lower triangular part of this matrix.

### 5.3 Results

In this section, we describe the results obtained by applying VQE and WAHTOR algorithms to the molecules considered.

The obtained energy values are summarised in table 5.1 where in the fifth and sixth columns, we show the percentage of correlation energy for the VQE and WAHTOR algorithms respectively. We note that, for each molecule, our method always improves the VQE results. Interestingly, in the case of $\mathrm{BeH}_{2}$ the orbital optimization does not change significantly the energy value, the reasons for this pitfall will be clearer after the orbital analysis and we will come back to this point later in the text. In the last column of the table we reported the $\delta$ parameter, as defined in section 5.2. This parameter is a measure of the distance between optimised orbitals and natural orbitals, ranging from $\delta=0$ (Hartree-Fock orbitals) to $\delta=1$ (pure natural orbitals). Our WAHTOR procedure is therefore leading to orbitals which are extremely close to natural orbitals. We can therefore make the conjecture that the WAHTOR algorithm is guiding the Hamiltonian (i.e. rotating the orbitals) in such a way they are getting closer to natural orbitals, which can be in principle obtained only by diagonalizing the one-body density matrix. In the case of $\mathrm{BeH}_{2}$ molecule, table 5.1 reports a value of $\delta=1$. This means that, in this case, the Hartree-Fock and the natural orbitals coincide. As a consequence, our algorithm does not optimize the VQE results, as shown in the same table. This exception is therefore further supporting our conjecture. In order to better understand and interpret the obtained result, let us proceed with a deeper analysis of the correlation between the spin-orbitals of the molecules. As an example, in the following, we will investigate the $\mathrm{H}_{2} \mathrm{O}$ molecule, albeit the same conclusions can be found when analysing the other systems. We would like first to point out that, by using the JordanWigner mapping, the occupancy of each spin-orbital is associated with the state of a single qubit. Therefore, on a given quantum state, the correlations between the occupations of the spin-orbitals can be analyzed through the study of the correlations between the qubits. For this purpose, we use the quantum mutual information matrix defined in the previous section to better understand the map of electron correlation in our states. In particular, figure 5.2 shows the maps for the states of the $\mathrm{H}_{2} \mathrm{O}$ molecule that we consider significant. Considering that the first half of the qubits represent the orbitals with spin up while the second half represents the same orbitals with reversed spin, each mutual information map is clearly symmetrical with respect to the diagonal and we can focus only on the lower or upper triangular part. We define the VQE and WAHTOR states as the ones obtained after the application of the corresponding algorithm. Then the VQE state is expressed in the Hartree-Fock molecular basis set and shown in panel (a) of the figure 5.2 while the WAHTOR state, expressed in the converged basis set, is reported in panel (b). Panels (c) and (d) show the groundstate mutual information matrices both for the Hartree-Fock molecular orbitals and

(a) VQE state in HF molecular orbitals

(c) Groundstate in HF molecular orbitals
(b) WAHTOR state in converged molecular orbitals

(d) Groundstate in converged molecular orbitals

(e) Groundstate in natural molecular orbitals

Figure 5.2: Quantum mutual information maps for $\mathrm{H}_{2} \mathrm{O}$ molecule. States and basis sets considered are described in the main text.
for the WAHTOR converged molecular orbitals, respectively. Finally, panel (e) is related to the groundstate of the $\mathrm{H}_{2} \mathrm{O}$ system in the natural orbital basis set. Since the molecular Hamiltonian is symmetric for spin inversion, the groundstate preserves this symmetry: this feature can be seen from any groundstate mutual information matrix, see panels (c), (d) and (e) of figure 5.2 , as the matrix values related to the correlation between orbitals with the same spin are equal to each other, i.e., considering the upper triangular part of the matrix, the two triangular blocks above the diagonal have the same coloured spots. Note that this symmetry is broken in the VQE state (figure $5.2(\mathrm{a})$ ) and recovered in the WAHTOR state (figure 5.2(b)). Moreover, the number of green and yellow coloured spots in panel (b) is increased with respect to the ones in panel (a) while the number of blue spots decreases. This means that the quantum mutual information, during the optimization, has been compacted on a lower number of qubits pairs. This feature can be observed also comparing the groundstate expressed in Hartree-Fock and converged molecular basis set in panels (c) and (d) respectively.

Figure 5.3 quantifies the variations in quantum mutual information between qubits pairs sorted in a decreasing way for the states mentioned above, related to the matrices in figures $5.2(\mathrm{a}), 5.2(\mathrm{~b}), 5.2(\mathrm{c})$ and $5.2(\mathrm{~d})$. The number of correlated qubits pairs for the WAHTOR state and the ground state in converged basis are less than pairs in the VQE and in the ground state in Hartree-Fock basis, respectively. Meanwhile, the values of correlations between the qubit pairs of the state in the converged basis set are higher than the ones in the corresponding state in the canonical basis. This confirms what we observed in figure 5.2 for the $H_{2} \mathrm{O}$ molecule. In chapter 10 , we show that these conclusions can be extracted from the other molecules considered in this work when we compare the groundstate in Hartree-Fock and in the converged basis set. Focusing on the converged molecular basis set, it has been conjectured [17] that, for a given accuracy, the natural orbitals are the basis set in which the wavefunction is expressed with the lowest number of Slater determinants. In terms of correlations between spin-orbitals, we expect that as the number of determinants in the wavefunction increases, as more the number of coloured spots in the quantum mutual information matrices increases. This is exactly what we observe in our systems and we suggest that the Hamiltonian optimization procedure converges to the natural orbitals if we order them in such a way that the i-th orbital is the most similar to the i-th converged orbital. In order to study the similarity of the WAHTOR-optimized orbitals to the natural orbitals of the system, the $\delta$ parameter, defined above, was calculated. In table 5.1 are reported the values of $\delta$ for the different benchmark molecules and we note that these are close to one, regardless of the considered system. Then we can state that


Figure 5.3: Quantum mutual information for $\mathrm{H}_{2} \mathrm{O}$ molecule, qubits pairs are ordered in descending way. The quantum mutual information is spread out on a smaller number of qubit pairs in the converged basis set with respect to the Hartree-Fock one.
the orbitals converge to the natural ones because this conjecture is verified for different molecular geometries, qubit sizes and energy results. The most striking result is the $\mathrm{NH}_{3}$ molecule, for which we considered a specific heuristic depth 4 ansatz topology. Although this is not sufficient to obtain good energy results neither with VQE nor with WAHTOR, $\delta$ parameter shows that the optimized molecular basis set converges to the natural orbitals. For the $\mathrm{H}_{2} \mathrm{O}$ molecule, this can also be seen in figure 5.2 comparing the panels (d) and (e) and noting that the images are identical because they represent the groundstate in the same basis set. Similar considerations can be deduced for the other molecules by comparing the images in chapter 10.

### 5.4 Conclusions

In this chapter, we showed that the natural orbitals are the ones that provide the lowest variational energy for the systems under consideration when the
orbitals are optimized by using the WAHTOR algorithm. A parameter $\delta$ has been defined to quantify the distance between the converged orbitals and the natural ones. Results show that the algorithm converges to the natural orbitals regardless of the symmetries, the number of qubits and the accuracy of the VQE results (at least for the reasonable values shown in this chapter) for the molecules under consideration, as shown in 5.1. In terms of the quantum mutual information, this is translated into an increased sparsity of the corresponding matrix.

## Chapter 6

## $\mathrm{SU}(\mathrm{N})$ fermions

### 6.1 Introduction

Hubbard's model is fundamental to investigating strongly correlated manybody quantum systems. We refer to the Hubbard system with N spin components as $\operatorname{SU}(\mathrm{N})$ fermions, these models can be found in high energy physics [120] and in condensed matter physics. [121] $\mathrm{SU}(\mathrm{N})$ fermions can be even experimentally realized with ytterbium atoms, as shown in. [122] Finding the groundstate of these systems is a challenging task and quantum algorithms could give us the opportunity to reach this goal. [109] In this chapter, we generalize the unitary transformation introduced in chapter 3 by considering the proper Bogoliubov transformations and by applying the method to the $\mathrm{SU}(\mathrm{N})$ fermionic systems.

### 6.2 The method

Consider a system made of $M$ lattice sites and $L$ spin components. The corresponding single-particle states are associated with a set of creation and annihilation operators $\left\{a_{o \sigma}^{\dagger}, a_{o \sigma}\right\}$, where $o=1, \ldots, M$ and $\sigma=1, \ldots, L$. The Hubbard model Hamiltonian describing the strongly interacting $S U(N)$ fermionic system is

$$
\begin{equation*}
H=\sum_{o \neq p}^{M}-\left(t_{o p} a_{o \sigma}^{\dagger} a_{p \sigma}+t_{o p}^{*} a_{p \sigma}^{\dagger} a_{o \sigma}\right) \sum_{o=1}^{M} \sum_{\sigma \neq \tau}^{L} U_{o} n_{o \sigma} n_{o \tau}+\sum_{o \neq p}^{M} V_{o p} n_{o} n_{p} \tag{6.1}
\end{equation*}
$$

where $n_{o \sigma}=a_{o \sigma}^{\dagger} a_{o \sigma}$ and $n_{o}=\sum_{\sigma=1}^{L} n_{o \sigma}$ is the number operator for site $o$. Here, $t_{o p} \in \mathbb{C}$ is the hopping term between sites $o$ and $p, U_{o} \in \mathbb{R}_{0}^{+}$is the repulsive on-site potential on site $o$ and $V_{o p} \in \mathbb{R}_{0}^{+}$is the density-density repulsive
interaction between sites $o$ and $p$. By varying the values of these parameters, different phases can be investigated. To apply the method defined in chapters 3 and 5, we define a set of cumulative indices $i, j, c, d, e, f=o+(\sigma-1) M$, going from 1 to $M L$, and write the model Hamiltonian as

$$
\begin{equation*}
H=\sum_{i j=1}^{M L} h_{i j}^{1} a_{i}^{\dagger} a_{j}+\sum_{c d e f}^{M L} h_{c d e f}^{2} a_{c}^{\dagger} a_{d}^{\dagger} a_{e} a_{d} \tag{6.2}
\end{equation*}
$$

where $h_{i j}^{1}$ is the one-body integral and $h_{c d e f}^{2}$ is the two-body one, both of them can be derived from the values of the parameters in equation 6.1. As shown in chapters 3 and 5, the Hamiltonian is invariant under a change of single-particle basis. This means that, given a unitary matrix $\Upsilon$, one can define a set of operators $\left\{b_{i}^{\dagger}\right\}$ satisfying the anticommutation relations 2.15 such that

$$
\begin{equation*}
b_{i}^{\dagger}=\sum_{\alpha} \Upsilon_{\alpha i} a_{\alpha}^{\dagger} \quad \Upsilon \Upsilon^{\dagger}=I \tag{6.3}
\end{equation*}
$$

Where $I$ is the identity matrix. We called the new operators $b_{i}^{\dagger}$, as done in section 2.2, to avoid confusion in the following discussion. By defining the $\hat{k}$ operator as follow

$$
\begin{equation*}
\hat{k}=\sum_{i j} k_{i j} a_{i}^{\dagger} a_{j} \quad k^{\dagger}=-k \tag{6.4}
\end{equation*}
$$

the unitary operator $e^{\hat{k}}$ is obtained, so that the $\tilde{H}=e^{-\hat{k}} H e^{\hat{k}}$ has the same spectrum of $H$. So, for a fixed state $|\psi\rangle$, the optimal $\tilde{H}$ that minimize $\langle\psi| \tilde{H}|\psi\rangle$ respect to the parameters $k_{i j}$ can be determined. The WAHTOR algorithm alternates the optimizations of the parametrized ansatz with the optimization of the Hamiltonian described above to reach the lowest energy expectation value. By exploiting the Nambu formalism we define the vector $\boldsymbol{\Psi}$ and $\boldsymbol{\Psi}^{\dagger}$ as

$$
\boldsymbol{\Psi}=\left(\begin{array}{c}
a_{1}  \tag{6.5}\\
\cdot \\
\cdot \\
\cdot \\
a_{M L} \\
a_{1}^{\dagger} \\
\cdot \\
\cdot \\
\cdot \\
a_{M L}^{\dagger}
\end{array}\right)=\binom{a}{a^{\dagger}} \quad \boldsymbol{\Psi}^{\dagger}=\left(\begin{array}{ll}
a^{\dagger} & a
\end{array}\right)
$$

and the corresponding transformed ones, $\boldsymbol{\Phi}=\left(\begin{array}{ll}b & b^{\dagger}\end{array}\right)^{T}$ and $\boldsymbol{\Phi}^{\dagger}=\left(\begin{array}{ll}b^{\dagger} & b\end{array}\right)$. In this formalism, the transformation considered in chapter 3 assume the
following form

$$
\boldsymbol{\Phi}=W^{\dagger} \Psi=\left(\begin{array}{cc}
\Upsilon^{\dagger} & 0  \tag{6.6}\\
0 & \Upsilon^{T}
\end{array}\right) \Psi
$$

where with $W$ we represent the unitary transformation and 0 is the zero square matrix of dimension $2 M$ (since $L=2$ ). Now, we want to generalize this approach by considering a transformation that is linear in the creation and annihilation operators and such that $\left(b^{\dagger}\right)^{\dagger}=b$, thus

$$
\boldsymbol{\Phi}=W^{\dagger} \boldsymbol{\Psi}=\left(\begin{array}{cc}
\Upsilon^{\dagger} & \Lambda^{\dagger}  \tag{6.7}\\
\Lambda^{T} & \Upsilon^{T}
\end{array}\right) \boldsymbol{\Psi}
$$

We require that the transformed operators verify the anticommutation relations, i.e. $\left\{\Phi_{i}, \Phi_{j}^{\dagger}\right\}=\delta_{i j}$, giving rise to a set of quasiparticles. In terms of the $W$ matrix, this means that $W W^{\dagger}=I$, so any unitary matrix defined as in equation 6.11 can be taken into account. Such a transformation is known as Bogoliubov transformation [123, 124] and is extensively used in high energy physics and in condensed matter physics $[125,126]$. It can be easily seen that any matrix satisfying the following properties

$$
F W F=W^{*} \quad F=\left(\begin{array}{cc}
0 & I  \tag{6.8}\\
I & 0
\end{array}\right) \quad W W^{\dagger}=I
$$

is associated with a Bogoliubov transformation. These matrices form a subgroup of the unitary ones, indeed

$$
\begin{equation*}
F W_{1} W_{2} F=F W_{1} F F W_{2}=W_{1}^{*} W_{2}^{*} \tag{6.9}
\end{equation*}
$$

To better describe this group we rotate all the matrices by defining $S=$ $G W G^{\dagger}$, where

$$
G=\sqrt{\frac{i}{2}}\left(\begin{array}{cc}
I & -i I  \tag{6.10}\\
i I & -I
\end{array}\right) \quad G G^{\dagger}=I \quad G^{T} G=F
$$

From the properties of $G$ we obtain that $S=S^{*}$ and $S^{T} S=I$, so the $S$ matrices belong to the orthogonal group $O(2 M L)$. Their determinant is 1 or -1 but we are interested in the matrices that can be obtained from the identity by varying some parameters because they will be used to parametrize the Hamiltonian. Thus we consider the subgroup $S O(2 M L)$ of orthogonal matrices with the determinant 1, the set of the so-called proper Bogoliubov matrices. Finally, in analogy with the notation used in chapter 3, we can write

$$
\begin{equation*}
W(\boldsymbol{R})=e^{i \boldsymbol{R} \cdot \boldsymbol{T}} \quad T_{j}=-i G^{\dagger} t_{j} G \quad t_{j}^{T}=-t_{j} \tag{6.11}
\end{equation*}
$$

where $\boldsymbol{R}$ is a real vector and $\boldsymbol{t}$ is the vector such that the components are a set of generators of $S O(2 M L)$. By defining the hermitian matrix $k=\boldsymbol{R} \cdot \boldsymbol{T}$, we have that $k^{\dagger}=k$ and $F k F=-k^{*}$. From these properties, we obtain that

$$
\begin{equation*}
e^{i \hat{k}} \Psi_{j} e^{-i \hat{k}}=\Phi_{j} \quad \text { where } \quad \hat{k}=\frac{1}{2} \sum_{i j} k_{i j} \Psi_{i}^{\dagger} \Psi_{j} \tag{6.12}
\end{equation*}
$$

that is a generalization of the relation shown in chapter 2.2. The transformed of the creation or annihilation operators $\Psi_{j}$ are the generalized ones $\Phi_{j}$ that verify the anticommutation relations, so we can interpret them as generalized creation or annihilation operators corresponding to the quasiparticle introduced above. Note that, in this case, the vacuum state $|\tilde{\varnothing}\rangle$ is different from the starting one $|\varnothing\rangle$ because it is defined as the state that is annihilated by the application of any $b_{i}$ operator. By using the equation 6.12, it follows that

$$
\begin{equation*}
b_{i}|\tilde{\varnothing}\rangle=e^{i \hat{k}} a_{i} e^{-i \hat{k}}|\tilde{\varnothing}\rangle=0 \quad \rightarrow \quad|\tilde{\varnothing}\rangle=e^{i \hat{k}}|\varnothing\rangle \tag{6.13}
\end{equation*}
$$

Resuming, we can generate a set of quasiparticles parametrized by $\boldsymbol{R}$ through the equation 6.11 such that the generalized vacuum state verify the equation 6.13. The Hamiltonian can be expressed in terms of quasiparticles by defining the one-body and two-body integrals in the Nambu formalism as

$$
\begin{align*}
& H_{i j}^{1}=h_{i j}^{1} \theta(M L-i) \theta(M L-j)  \tag{6.14}\\
& H_{c d e f}^{2}=h_{\text {cdef }}^{2} \theta(M L-c) \theta(M L-d) \theta(M L-e) \theta(M L-f) \tag{6.15}
\end{align*}
$$

where $\theta(x)=1$ if $x \geq 0$ and $\theta(x)=0$ if $x<0$. Thus Hamiltonian assumes the following form

$$
\begin{equation*}
H=\sum_{i, j=1}^{2 M L} \Psi_{i}^{\dagger} H_{i j}^{1} \Psi_{j}+\sum_{c, d, e, f=1}^{2 M L} \Psi_{c}^{\dagger} \Psi_{d}^{\dagger} H_{c d e f}^{2} \Psi_{e} \Psi_{f} \tag{6.16}
\end{equation*}
$$

that, in the single quasiparticles basis set, becomes Finally, by exploiting the relation in equation 6.7, we obtain the requested parametrized Hamiltonian in terms of quasiparticles

$$
\begin{equation*}
H=\sum_{i, j=1}^{2 M L} \Phi_{i}^{\dagger} H^{1}(\boldsymbol{R})_{i j} \Phi_{j}+\sum_{c, d, e, f=1}^{2 M L} \Phi_{c}^{\dagger} \Phi_{d}^{\dagger} H^{2}(\boldsymbol{R})_{c d e f} \Phi_{e} \Phi_{f} \tag{6.17}
\end{equation*}
$$

where

$$
\begin{align*}
H^{1}(\boldsymbol{R})_{i j} & =\sum_{\alpha, \beta=1}^{2 M L} W(\boldsymbol{R})_{i \alpha}^{\dagger} H_{\alpha \beta}^{1} W(\boldsymbol{R})_{\beta j}  \tag{6.18}\\
H^{2}(\boldsymbol{R})_{c d e f} & =\sum_{\gamma, \delta, \epsilon, \zeta=1}^{2 M L} W(\boldsymbol{R})_{c \gamma}^{\dagger} W(\boldsymbol{R})_{d \delta}^{\dagger} H_{\gamma \delta \epsilon \zeta}^{2} W(\boldsymbol{R})_{\epsilon e} W(\boldsymbol{R})_{\zeta f} \tag{6.19}
\end{align*}
$$

The transformed Hamiltonian $H(\boldsymbol{R})=\tilde{H}$, by exploiting the relation 6.12, is simply

$$
\begin{equation*}
H(\boldsymbol{R})=\sum_{i, j=1}^{2 M L} \Psi_{i}^{\dagger} H^{1}(\boldsymbol{R})_{i j} \Psi_{j}+\sum_{c, d, e, f=1}^{2 M L} \Psi_{c}^{\dagger} \Psi_{d}^{\dagger} H^{2}(\boldsymbol{R})_{c d e f} \Psi_{e} \Psi_{f} \tag{6.20}
\end{equation*}
$$

Given a parametrized quantum circuit representing the quantum state $|\Lambda(\boldsymbol{\theta})\rangle$, the cost function introduced in chapter 4 can be taken into account

$$
\begin{equation*}
\langle\Lambda(\boldsymbol{\theta})| H(\boldsymbol{R})|\Lambda(\boldsymbol{\theta})\rangle \tag{6.21}
\end{equation*}
$$

and be minimized with respect both sets of parameters by using one of the strategies illustrated in figure 4.2.

### 6.3 Computational details

In this section, we specify the details of the investigated systems. We choose the Jordan-Wigner encoding method so each qubit encodes the occupation of the fermionic single-particle state. All the simulations have been executed using the statevector simulator. For each system, we considered two parametrized unitary transformations: the first one is the Bogoliubov transformation in equation 6.11, referred as $W_{B}$, while the second one, called $W_{r}$, corresponds to the basis change and is represented by the matrix in equation 6.6. Obviously, $W_{r}$ is a subgroup of $W_{B}$ but we consider both of them to compare the possible improvement given by the description in terms of quasiparticles. Moreover, for both transformations, we applied the same unitary matrix on the different spin components. Thus we have $M^{2}$ and $2 M^{2}-M$ parameters respectively for the $W_{r}$ and the $W_{B}$ matrices, as can be easily deduced from the dimension of the groups associated.

### 6.3.1 Simulated systems

We considered systems with three sites and three components of spin, belonging to the $\mathrm{SU}(3)$ group, this means that all systems are composed of 9 qubits. We consider a closed linear chain with translation invariance symmetry, so the parameters in equation 6.1 assume the same values on each site and the interaction is between nearest-neighbours. The following values for the parameters in equation 6.1 are considered:

- $\mathrm{t}=1 \mathrm{U}=5 \mathrm{~V}=0$
- $t=1 \mathrm{U}=10 \mathrm{~V}=0$
- $\mathrm{t}=1 \mathrm{U}=5 \mathrm{~V}=10$

We are looking for the eigenstate of the Hamiltonian with one particle in each site with the lowest energy, $\left|G S_{111}\right\rangle$. Since the groundstates of the benchmark systems do not verify this condition we introduce the penalty $C$ in the cost function

$$
\begin{equation*}
C=\mu \sum_{i}\left(n_{i}-1\right)^{2} \tag{6.22}
\end{equation*}
$$

where $\mu$ is the chemical potential and $n_{i}$ is the number of particles at site $i$. The value of the $\mu$ parameter must be at least equal to the value such that $C=E_{G S}-E_{111}$, where $E_{G S}$ is the energy of the groundstate while $E_{111}$ is the energy corresponding to $\left|G S_{111}\right\rangle$. We choose $\mu=U+V$ for each system to guide the ansatz optimization on states with the right number of particles. When we consider the $W_{B}, C$ change is value even during the Hamiltonian optimization because the number of particles is not preserved by this transformation, so the penalty must be considered in the cost function during this step. All the energy results are expressed in Hartree (Eh).

### 6.3.2 Ansatz construction

For the parametrized quantum circuit we have chosen the heuristic ansatz built by applying an $R_{Y}$ quantum gate on each qubit followed by an entanglement block repeated $d$ times, where $d$ is the depth of the circuit. The fermionic single-particle state referred to by the lattice site $m$ and colour $l$ is mapped on the qubit corresponding to the index $i=m+M(l-1)$. This means that the qubits from index 0 to index 2 are related to the first colour, the ones ranging from index 3 to index 6 are related to the second colour and the last three are associated with the third colour. In figure 6.1 we reproduced an example of the ansätze used in our simulations, the entanglement block is delimitated by the vertical barrier and, in this case, it is repeated just one time. Each block is composed of 8 CNOTS gates, the first 6 entangle the qubits corresponding to the same colours while the remaining ones entangle the different colours. In our simulations, we have considered circuits with depths 6,7 and 8 .

### 6.4 Results

In this section, we describe the results obtained for the model Hamiltonian illustrated above. For each considered system, we executed 30 VQE runs and, for each of them, two Hamiltonian optimizations were performed, one with


Figure 6.1: Ladder entangler map for $\mathrm{SU}(3)$ systems. The quantum gates between the two barriers compose the block that is repeated the number of times defined by the circuit depth.


Figure 6.2: Energy results for the system with parameters $\mathrm{t}=1, \mathrm{U}=5, \mathrm{~V}=0$, $\mu=5$.


Figure 6.3: Energy results for the system with parameters $\mathrm{t}=1, \mathrm{U}=10, \mathrm{~V}=0$, $\mu=10$.
$W_{r}$ and the other one with $W_{B}$. In all the following figures, red marks are associated with the VQE results for different depths while the blue ones are related to the WAHTOR results, corresponding to the Hamiltonian transformation $W_{r}$. For each depth, ranging from 6 to 8 , we have an associated marker. The energy obtained by optimizing the Hamiltonian through the Bogoliubov transformation $W_{B}$ is represented with green crosses. Finally, black lines show the energy of the groundstate with the requested number of particles for each colour $\left|G S_{111}\right\rangle$. In all the figures the energies are reported for each VQE index, this means that each run is completely independent of the other ones. Moreover, for each index, we show the energy results obtained by optimizing the Hamiltonian using the $W_{r}$ and the $W_{B}$ transformations defined above, starting from the VQE state associated with that index. This procedure is executed for each depth when $W_{r}$ is taken into account, giving rise to three different markers for each colour, as shown for example in figure 6.2. The Hamiltonian has been optimized with $W_{B}$ only for the ansatz corresponding to depth 7 . In figure 6.2 we show the energy results obtained for the first considered system, corresponding to the parameters $\mathrm{t}=1, \mathrm{U}=5$, $\mathrm{V}=0$ and $\mu=5$. We note that the Hamiltonian optimization procedure decreases significantly the energy obtained from the VQE for each considered ansatz. By increasing the depth, we statistically improve the probability to reach the lowest possible energy for both VQE and the Hamiltonian opti-


Figure 6.4: Energy results for the system with parameters $\mathrm{t}=1, \mathrm{U}=5, \mathrm{~V}=10$, $\mu=15$.
mization algorithms. Note that the results corresponding to lower depth can achieve lower results with respect to a higher depth for certain VQE indices, as shown for index 5 (compare depth 6 with depth 7 ). This is not weird because, obviously, runs corresponding to different ansatz are completely independent of each other. By focusing on the ansatz corresponding to depth 7, we note that the Bogoliubov transformation does not statistically improve the results obtained with the $W_{r}$ transformation, showing that the latter is enough to reach the groundstate. Similar results have been obtained for the system corresponding with parameters $\mathrm{t}=1, \mathrm{U}=10, \mathrm{~V}=0, \mu=10$, as shown in figure 6.3. Also in this case the VQE energies are improved when the optimization of the Hamiltonian is performed but, in contrast, at least a depth of 7 is requested to reach the groundstate and a depth of 8 for statistically relevant results. For the $W_{B}$ transformation, the same conclusions inferred above are still valid. Finally, in figure 6.4 we report the results related to the system with parameters $\mathrm{t}=1, \mathrm{U}=5, \mathrm{~V}=10, \mu=15$. The distribution of the results is different with respect to the cases shown above because many data are localized around two energy values (14.24 and 14.32 Hartree), giving rise to two local minima. To reach the groundstate at least depth 7 is required but we note that, to statistically reach the goal, depth 8 is necessary. For this system, $W_{B}$ and $W_{r}$ transformations give the same results.

## Chapter 7

## Quantum Information Driven Ansatz (QIDA)

Hardware-efficient empirical variational ansätze for Variational Quantum Eigensolver simulations of Quantum Chemistry suffer by the lack of a direct connection to classical Quantum Chemistry methods. In the present work, we propose a method to fill this gap by introducing a new approach for constructing variational quantum circuits, leveraging quantum mutual information associated with classical Quantum Chemistry states to design simple yet effective heuristic ansätze with a topology that reflects the correlation of the molecular system. Quantum Chemistry calculations, such as Møller-Plesset (MP2) perturbation theory, firstly provide an approximate natural orbitals basis, which, in chapter 5, shown to be the best candidate basis set for developing compact empirical wavefunctions. Secondly, they provide information about the correlation between qubits of the quantum circuit, enabling the development of a direct design of entangling blocks for the circuit. The resulting ansatz is then utilized with a VQE to obtain a variational groundstate of the electronic Hamiltonian. To validate our approach, we perform a comprehensive statistical analysis over various molecular systems ( $\mathrm{H}_{2}, \mathrm{LiH}, \mathrm{H}_{2} \mathrm{O}$ ) and apply it to the more complex $\mathrm{NH}_{3}$ molecule. Our results demonstrate that the proposed methodology gives rise to highly effective ansätze, surpassing the standard empirical ladder-entangler ansatz in performance. Overall, our approach provides a promising solution for designing efficient variational quantum circuits for large molecular systems.

### 7.1 Introduction

The advent of quantum computers promises to drastically reduce the computational cost of specific tasks with respect to their classical counterparts. With applications ranging from cryptography [85] to finance [89], the public interest in the field has in recent years grown immensely [127], particularly for its academic applications in the field of natural sciences.[128] In line with one of the precursors proposals of quantum computing [47], one of the most promising fields is thought to be Quantum Chemistry, which aims to tackle the electronic structure of large molecules where electron correlation play a crucial role. A widely known method for near-term applications in quantum chemistry is the Variational Quantum Eigensolver (VQE) [35, 129, 66], used to variationally approximate the groundstate of a molecular Hamiltonian by routinely measuring on the Quantum Processing Unit (QPU) the energy of a parameterized quantum circuit, i.e. the wavefunction ansatz. Different approaches to building an ansatz have been developed. Between all of them, two major classes can be found. The first consists in translating classical quantum chemistry approaches into the language of quantum computation. One of the most striking examples is the Unitary Coupled Cluster (UCC) method $[130,99,131,132,133,69,38]$ which is a unitary implementation of the widely used Coupled Cluster classical method. The second approach, on the contrary, starts from wavefunctions that are directly built exploiting the characteristic of the quantum hardware, regardless of connection with the chemistry of the problem. This empirical approach defines the so-called heuristic ansatz [44, 103], which is composed of repetitions of blocks of rotations and entanglements, set up without any information about the chemical problem. Compared to the former approach, this one better exploits the capabilities of the quantum hardware, at the price of losing the chemical meaning of the variational ansatz. Our work falls within the realm of the latter method, integrating knowledge derived by a classically computed Møller-Plesset (MP2) [134] groundstate (GS) to infer the expected properties of the VQE ansatz circuit. The central physical quantity for our analysis is the Quantum Mutual Information (QMI), which even in classical quantum chemistry has proven to be a useful guide to improve existing algorithms.[135] To further enhance the results offered by our scheme, we also make use of the tool of the Natural Orbitals (NO). In the following sections, we introduce the Quantum Information Driven Ansatz (QIDA) method, giving a full explanation and applying it to its full extent to the benchmark systems $\mathrm{H}_{2}$, $\mathrm{LiH}, \mathrm{H}_{2} \mathrm{O}$, we then test its effectiveness on the $\mathrm{NH}_{3}$ molecule.

### 7.2 QIDA

### 7.2.1 Quantum mutual information metrics

The aim of measuring correlations in quantum systems can be achieved in many ways, and to this day it constitutes a field of research by itself. [136, 137] One of the most prominent and oldest measures is the Von-Neumann quantum mutual information.[138] Let $\mathscr{H}_{A}$ and $\mathscr{H}_{B}$ be two Hilbert spaces and $\rho_{A B}$ be a density matrix, the quantum mutual information $I$ of $\rho_{A B}$ is defined as:

$$
\begin{equation*}
I(A, B)=S(A)+S(B)-S(A, B) \tag{7.1}
\end{equation*}
$$

where $S$ are the Von Neumann entropies defined as

$$
\begin{gather*}
S(A, B)=-\operatorname{tr}\left(\rho_{A B} \log \left(\rho_{A B}\right)\right) \\
S(A)=-\operatorname{tr}\left(\rho_{A} \log \left(\rho_{A}\right)\right)  \tag{7.2}\\
\rho_{A}=\operatorname{tr}_{B}\left(\rho_{A B}\right)
\end{gather*}
$$

As shown by equation (7.2), given an N-partite Hilbert space $\mathscr{H}_{N}=\bigotimes_{i}^{N} \mathscr{H}_{i}$ and a quantum state $\rho \in \mathscr{H}_{N}$, we can find the matrix $I(i, j)$ by tracing out all but the subsystems $i, j$. In our case, subsystems are $N$ qubits forming the quantum register. By construction, the matrix is symmetric and the elements along the diagonal must be zero. The use of the QMI for our purpose was motivated by its simplicity and widespread knowledge in both the quantum and the classical information theory fields. Furthermore, the QMI has already been exploited to measure the correlation between orbitals in the past. $[135,139]$ We will later show the properties of $I$ matrix through representation such as figure 7.1.

### 7.2.2 Natural orbitals

In the next sections, we make use of the NO as a tool to decrease the complexity of the circuit, using them for both QMI calculations and as orbitals for the VQEs. The NO of a given state $|\Psi\rangle$ are defined as the molecular orbitals for which the one-body Reduced Density Matrix (RDM)

$$
\begin{equation*}
\rho_{i j}=\langle\Psi| a_{i}^{\dagger} a_{j}|\Psi\rangle \tag{7.3}
\end{equation*}
$$

is diagonal. Due to this diagonal condition the NO allow a more classical interpretation of the electrons' placement over the orbitals themselves. Furthermore, it has been claimed by Löwdin [17] that, in the NO basis, the configuration interaction expansion of the state under study is expressed
with the minimal number of Slater determinants. Consequently, we expect to see a sparser I matrix by replacing the Hartree-Fock [140] (HF) canonical Orbitals (HFO) with the NO. This can be seen by image 7.1, representing the $I$ matrix for the set of benchmarking molecules taken into account in this work. For each row, by moving from columns $1(\mathrm{a}, \mathrm{d}, \mathrm{g}, \mathrm{j}$ HFO) to columns 2(b,e,h,k NO), the number of coloured spots decreases in favour of some dominating ones, showing that the correlation concentrates more on fewer qubits. The usefulness of this feature will become clear in the following. As we introduced, the NO are defined by diagonalization of a groundstate's RDM, implying prior knowledge of the exact solution to the problem, a.k.a. the Full Configuration Interaction [141, 4] (FCI) solution. To overcome this problem, we consider the approximated solution obtained from an MP2 calculation [134] and retrieve the natural orbitals associated with the unitary transformation diagonalizing the RDM of this state.

### 7.2.3 The scheme

Resource-efficient classical quantum chemistry methods can already contain useful information for a quantum computing algorithm to solve electronic problems. This is not a new concept as indeed the starting point for VQE calculations is always the HFO basis. Starting from some other random basis wouldn't in theory compromise the principles under which the VQE works. In this chapter, we show a method that makes use of the QMI coming from a classical calculation to infer an entangling block for a hardware-efficient ansatz. As a first step, we perform a Post-HF (PHF) calculation to obtain an approximation of the GS $\left|\psi_{P H F, G S}\right\rangle$. The choice of the method is usually dictated by the size of the problem. We perform a second order Møller-Plesset (MP2)[134] calculation which scales with $O\left(n^{5}\right)[4]$ in the number of orbitals. As a following step, we map the state $\left|\psi_{P H F, G S}\right\rangle$ on a qubit register to obtain $\left|\psi_{q, P H F, G S}\right\rangle$. At this point, we find the corresponding $I$ matrix by using equation 7.1. Some explicit examples of these matrices are given in figure 7.1, and their values range from 0 to 1 because of an imposed normalization. Overall, we can consider these values of I as a measure of correlation [142], without discerning between the classical correlation and the quantum one. Effectively, by fixing a threshold $\mu \in[0,1)$, we can now identify two separate sets of the pairs that fall either above or below $\mu$. We then impose the entangling block of the VQE to be composed of CNOTs only between qubits $i, j$ for which $I(i, j)>\mu$, leaving aside the direct imposition of the correlation of the remaining pairs or assigning it to further development of the algorithm. In this framework, coherently to usual heuristic approaches [103], the CNOT is chosen as an entangler (i.e. correlator) between qubits. Of course, other


Figure 7.1: Representation of the quantum mutual information matrices $I(i, j)$ for qubits mapping the spin-orbitals of the molecular systems considered. The rows span over the molecules, while the columns span over the orbitals and the states: starting from the left we meet FCI state in HFO, FCI state in NO and MP2 state in NO.


Figure 7.2: Description of the proposed scheme to obtain an ansatz from information inferred by a post-Hartree-Fock method, MP2 in this case.
two-qubit quantum gates could also make up for the same role. The general idea is that a bigger $\mu$ only selects the more relevant correlations between qubits and, by tuning the parameter, one can now choose how many CNOTs to include, sacrificing at choice the descriptiveness of the ansatz. At this point, one could further reduce the number of CNOTs of the ansatz with what is explained in the next section or proceed with the remaining technicalities of the scheme. Eventually, after having chosen a $\mu$ and having applied a reduction method, one will have selected a list of CNOTs to be applied as an ansatz, we called this list parent sequence. The reason for this name is that the algorithm proposed here doesn't specify the order of the involved CNOTs, and since one has to entangle at least $\mathrm{O}(n)$ qubits in a $n$ qubit register to achieve meaningful results, the number of possible orderings will grow as $n$ !. We show below that choosing a random permutation between the
$n$ !, will still give better statistical results than the common ladder-entangler block with less or equal CNOTs.

## Empirical reduction

The method as shown so far has the drawback of retaining the scaling of the number of CNOTs to $O\left(n^{2}\right)$. In this regard, we found that is possible to reduce this scaling by removing the CNOTs that encourage cross-entanglement between different qubits. We can clarify what is meant by cross-entanglement by pointing out at figure $7.1-\mathrm{g}$, in this specific case all the pairs obtained from qubits $1,5,7$ have an $I$ greater than the chosen $\mu$ between each other. Thus
a)

b)


Figure 7.3: Cross-entanglement reduction, all numbers refer to the qubit indices. a) We have three CNOTs but we do not consider the one connecting the qubits 1 and 7. b) Representation on $I$ map of the reduction, the red frame identifies the pairs that we will connect with a CNOT on the circuit while the crossed one is left out.
the original algorithm would prescribe all three pairs to have a CNOT, but with a variational algorithm and multiple depths in place, it is sufficient to connect the said qubits once each. This mainly means that it is possible to remove one of the three CNOTs, as represented in figure 7.3[a]. We represent graphically this operation by putting a red frame to the considered spots and erasing the one that will not appear on the circuit, as done in figure $7.3[\mathrm{~b}]$. The approach followed by our implementation to bring this concept to the circuit was to select only the first spot from each line of the upper triangular part of the $I$ matrix such that $I(i, j)>\mu$. As an example, figure 7.4 shows the pairs taken into account for the $\mathrm{H}_{2} \mathrm{O}$ and $\mathrm{NH}_{3}$ molecules.


Figure 7.4: Empirical reduction criterion applied to $\mathrm{H}_{2} \mathrm{O}$ and $\mathrm{NH}_{3}$ molecules. As described in the main text, spots with red frames identify the qubits pairs that will be entangled with the two-qubit gate (CNOT in our case).

### 7.3 Computational details

### 7.3.1 Tested Systems

The classical part involved in our algorithm is retrieved from the PySCF python package [72], while the MP2 wavefunctions are obtained by an adaptation of the MolCAst package.[143] The percentage of correlation energy $E_{c}$ is defined as

$$
\begin{equation*}
E_{c}=\frac{E_{H F}-E_{X}}{E_{e x, c}} \quad \text { with } \quad E_{e x, c}=E_{H F}-E_{F C I} \tag{7.4}
\end{equation*}
$$

Where $E_{x}$ is the energy obtained from the variational calculation and $E_{H F}$ and $E_{F C I}$ are the Hartree-Fock and full configuration interaction energy. The core software used for quantum computing simulation is the Python package Qiskit.[73] The Jordan-Wigner [23] encoding method has been considered in each simulation to map the fermionic system on a qubit register. In table 7.1 we list the data corresponding to the molecules under investigation.

### 7.3.2 Ansätze construction

We explained in subsection 7.2.3 how we find a parent sequence of CNOTs to be applied as an ansatz on the quantum circuit. Anyway, given the factorial scaling of possible orderings, for parent sequences longer than 6 CNOTs the analysis has been taken on a restricted random selection of orderings. For the randomly chosen ansätze, given the convention in the field of preferring top-down entanglement, we preferred a uniform distribution for the qubits

| Mol. | Coordinates ( $\AA$ ) | Qubits | $E_{e x, c\left(\frac{K \text { col }}{\text { mol }}\right)}$ | $\mu$ | \# |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{H}_{2}$ | $\begin{array}{cccc} \hline \hline \text { H } 0.0 & 0.0 & 0.0 \\ \text { H } 0.0 & 0.0 & 0.74 \end{array}$ | 8 | 15.636 | 0.5 | 6 |
| LiH | $\begin{array}{cccc} \text { Li } 0.0 & 0.0 & 0.0 \\ \text { H } 0.0 & 0.0 & 1.595 \end{array}$ | 10 | 12.6446 | 0.5 | 6 |
| $\mathrm{H}_{2} \mathrm{O}$ | O 0.0 0.0 0.0 <br> H 0.7570 .586 0.0  <br> H -0.757 0.586 0.0 | 12 | 31.006 | $\begin{gathered} 0.5 \\ 0.7 \\ 0.5 \text { red. } \end{gathered}$ | 12 9 6 |
| $\mathrm{NH}_{3}$ | N 0.00 .00 .1211 H $0.00 .9306-0.2826$ H $0.8059-0.4653-0.2826$ H $-0.8059-0.4653-0.2826$ | 14 | 41.287 | 0.5 red . | 9 |

Table 7.1: Summary of data of the systems under analysis and computational details. $H_{2}$ has been analyzed with 631-G basis while every other molecule used STO-3G basis set and frozen core approximation. Last column show the number of elements in each parent sequence.
to be the target of a CNOT. We could have preferred a uniform distribution of the possible top-down CNOTs but this choice shows a bias toward the latter qubits (qubit $i$ could receive $i$ possible CNOTs with counting starting from 0). After every application of the chosen entangling block, we apply a $R_{Y}(\theta)$ quantum gate on every qubit. These two sections of the circuit together are referred to as block and with the term depth we refer to the number of blocks in use in the ansatz. To show the advantage of our QMIaided ansatz over the ladder-entangler one, we analyze the results at different depths maintaining the same entangling blocks, with the secondary scope of looking if, for a specific depth, the advantage decreases. Such a result is foreseeable as the restricted entangling block suggested by our algorithm it is not even guaranteed to connect all the qubits, and indeed it does not happen in the analyzed cases. Net of pathological examples, it is then reasonable that a more expensive ladder-entangler block that links all the qubits will generally outperform our approach with the growth of the depth.

Table 7.1 show the values of the $\mu$ parameters investigated and the corresponding parent sequences. As regards the choice of the $\mu$ parameter, since the systems under analysis are not yet big enough to show a clearly diminishing number of CNOTs as a function of $\mu$, we only consider one value for each system. An exception is made for $\mathrm{H}_{2} \mathrm{O}$ molecule, for which we consider the two values 0.5 and 0.7. An example of ansatz construction for the $\mathrm{H}_{2} \mathrm{O}$ molecule is given by figure 7.5. It has been obtained by choosing one of the
permutations of the parent sequence generated by setting $\mu=0.5$ and taking into account the empirical reduction. For all the following plots we performed analysis on 100 different possible permutations of the original parent sequence.
Even for the random maps, we performed analysis on 100 of them. In both cases, we performed 50 VQE runs for each entangling block with random starting parameters to guarantee sufficient statistical value for a single kind of ansatz. An exception is made for the ladder-entangler block, which has been given 300 VQE since it represents the reference entangling block for comparison ${ }^{1}$.

### 7.4 Results

In this section, we will show the results obtained by applying the method described above to the systems in table 7.1. First of all, we notice that the choice of the NO explained in section 7.2 .2 is a favourable one to increase the sparsity of the $I$ matrix, i.e. reduce the number of qubits pair with significant values of the QMI as more as possible. This concept is illustrated in figure 7.1: for each molecule under investigation, we have two maps corresponding to the FCI state expressed in the HFO and NO, respectively the one on the left and the one in the centre. It is clear that the choice of the NO increase the sparsity of the QMI matrix and this makes the ansatz construction easier. By comparing the images on the centre with the one right, the same figure

[^0]shows the close proximity of the QMI matrices obtained from the FCI and the MP2 states expressed in NO (also claimed in [139]), giving consistency to the choice of MP2 state as starting point for our ansätze. As regards the impact of different orderings of the parent sequence, we analyze their difference in performance with figure 7.6 that shows the results for the $\mathrm{H}_{2} \mathrm{O}$ molecule. We set $\mu=0.5$ and, from the parent sequence, 100 different entangler maps have been generated. Each of them gives rise to an ansatz once the depth is set at 2 and they are reported on the horizontal axis of figure 7.6. For each ansatz, we performed 50 VQEs run and reported, on the left vertical axis, the maximal value of the percentage of the correlation energy that has been obtained. The right vertical axis gives the probability that the energy of one of the 50 VQEs lies within $30 \%$ of the maximum, the value shown on the left vertical axis. Note that the clustering on the basis of vertical left axes value and orders are not meaningful of any intrinsic property and were dictated to facilitate the pairing of respective black and red spots. Here we see that, as expected, some entangling maps perform statistically better than others. We notice


Figure 7.6: Multiple VQEs experiments for $\mathrm{H}_{2} \mathrm{O}$ molecule with different ordering of the same parent sequence corresponding to $\mu=0.5$. Depth is equal to 2 for each ansatz generated by an entangler map. 50 VQEs run are performed for each ansatz and the left vertical axis shows the maximum value of the \% of the correlation energy while the right axes (red) represent the percentage of those 50 VQEs that are within $30 \%$ of their respective maximum (black spot).
that figure 7.7 is obtained by taking multiple statistical sets that in figure
7.6 are represented in one figure and transposing them over a single column, with this procedure being repeated for all the depths and ansätze shown. In this manner, we effectively represent the probability distribution one would sample from using the QIDA method with the steps described by figure 7.2. Figure 7.7 gives us the opportunity to statistically characterize the quality of the results obtained from different parent sequences. For $\mathrm{H}_{2}, \mathrm{LiH}, \mathrm{H}_{2} \mathrm{O}$ molecules, we considered one or more different values for the $\mu$ parameter that gives rise to parent sequences, as reported in table 7.1 that also illustrate if the reduction explained in 7.2 .3 has been taken into account. For each parent sequence, we extract 100 random entangling blocks, as described in the subsection 7.3.2. These blocks are repeated to define ansätze with depths ranging from 1 to 4 and the corresponding VQE results are reported by the violins referred to as QIDA in figure 7.7. The different kinds of QIDA ansätze are compared with the violins obtained from the random ansätze (details in subsection 7.3.2) and the ladder-entangler one over depths ranging from 1 to 4. Analyzing the depth, we see that there is a plateau for the maximal $E_{c}$ retrieved. Furthermore, we see that right from depth 1 we spread within the whole interval of the reachable values, with an expected $E_{c}$ greater than the one of the ladder-entangler ansatz at depth 4 . Furthermore, we note that the maximal value of the percentage of the correlation energy is obtained by the ladder-entangler ansatz for depths equal to or bigger than 3, for $H_{2}$ molecule, and 4 , for LiH and $\mathrm{H}_{2} \mathrm{O}$ molecules. By comparing the mean values and the dispersion of the results around it, we see that QIDA ansätze assure that the probability to obtain better approximations of the FCI state is increased. The rationale behind these results, and thus the explanation for the success of our method, lies in the multiconfigurational nature of the wavefunction that the VQE is aimed at finding. As the ladder-entangler ansatz does not include anything about the specific problem for which is being used, nor is based on any chemically motivated background, the resulting ansatz, for the molecular system under investigation, will not necessarily be aimed at finding the determinants with higher modulus square of the amplitudes. On the contrary, the imposition of correlation where suggested by the approximated groundstate through the QMI will partially direct the optimization over the space with the expected correlation between qubits, rendering the optimization process easier for the optimizer. The diversity in the outcome can be justified by a wrong ordering of the entangling ansatz with respect to an ideal one. In this regard, for $\mathrm{H}_{2} \mathrm{O}$ molecule, the only system for which we analyzed different values of $\mu$, we saw no evidence of any substantial advantage in decreasing the value of $\mu$ from 0.7 to 0.5 besides a light decrease in expected $E_{c}$ value. We explain this by considering that since passing from the former to the latter only adds the three CNOTs between qubits pair 2-8,








Figure 7.7: Average performance of our ansätze compared to the ladderentangler ansatz and random ones. Each violin column corresponding to a QIDA ansatz represents the total distribution of the energy results obtained by executing 50 VQEs run for each block considered belonging to a parent sequence. For the ladder-entangler ansatz, the VQE algorithm has been repeated 300 times. The violins are all normalized only between themselves to satisfy the maximal allowed width.
$2-10,4-8$ and, by what is explained in 7.2 .3 , those CNOTs can be considered redundant by the cross-entanglement analysis of the $\mathrm{H}_{2} \mathrm{O}$ molecule (figure 7.1i).

Every result shown up to now serves as proof of the expected performance of the QIDA method. The rationale behind this was simply to give a statistical analysis as extensive as possible to describe the effectiveness of the method described in this work. In figure 7.8 we reported the energy results obtained by applying the method illustrated in figure 7.2 to the $\mathrm{NH}_{3}$ molecule to compare the outcomes of the VQEs of our scheme with the ones corresponding to the ladder-entangler map. Thus, for this specific case, we tested our method by repeating 10 VQE for 18 different permutations of the parent sequence, while for the ladder entangling maps we performed 100 VQEs. Figure 7.8 shows then an indisputable advantage for both the maximal value and statistical distribution of the converged VQEs energies. Furthermore, given the CNOTs connectivity of the ansatz, we achieve this with a reduc-


Figure 7.8: Statistical comparison of ladder-entangler ansatz (purple) with 100 repetitions and QIDA with 200 total VQEs run(Blue). tion in the number of CNOTs from 52 of the ladder-entangler ansatz to 36 of our method. Finally, the trend showed by the molecules in figure 7.7 suggests that the distribution of the reduced QIDA ansatz in figure 7.8 has already reached a plateau corresponding to the maximal value. Furthermore, net of statistical bias, it shows that the ladder-entangler ansatz is still far away from finding even a fraction of the percentage of the correlation energy. The previously discussed reduction of the number of needed CNOTs is also relevant for figure 7.7. For example, looking at figure $7.7[\mathrm{f}]$, the reduced QIDA ansatz at depth 2 and the ladderentangler ansatz at depth 4 have comparable statistical distributions of the energy results, with the former method having only 12 CNOTs against the 44 CNOTs of the latter method. Moreover, these distributions have been

$$
\square \text { Ladder } \quad \text { QIDA } \mu=0.5 \quad \begin{gathered}
\text { QIDA } \mu=0.5 \\
\text { Reduced }
\end{gathered}
$$



Figure 7.9: Resources analysis of best performing ansatz given resources $(\mathrm{x}, \mathrm{y})$. The shown numerical values are the expectation values of the maximum of $y$ VQE repetitions with an ansatz possessing no more than x CNOTs. The colour of each spot is the one corresponding to the parent sequence that gives the highest results. The system under consideration is the $\mathrm{H}_{2} \mathrm{O}$ molecule.
obtained by repeating the VQE experiments many times. In terms of computational cost, the CNOTs and the number of VQE experiments can be seen as quantum resources, respectively x and y , and we want to investigate the relation between the energy results and these variables. Given a certain parent sequence $\sigma$, we introduce the quantity $\epsilon_{\sigma, \delta, i}$ that is the energy obtained at the $i-t h$ VQE experiment by the ansatz composed of $\delta$ repetitions of $\sigma$, the sequence under investigation. Moreover, we introduce the function

$$
\begin{equation*}
f_{\sigma}(x)=\max (\delta) \quad \text { s.t. } \quad C N O T(\sigma) * \delta \leq x \tag{7.5}
\end{equation*}
$$

which, fixed a sequence, finds the maximal number of repetitions that give rise to an ansatz such that the number of CNOTs is less or equal to $x$. Here, $\operatorname{CNOT}(\sigma)$ give the number of CNOTs corresponding to the sequence under consideration. Finally, for each sequence $\sigma$, we define the function

$$
\begin{equation*}
E_{\sigma}(x, y)=\left\langle\max _{k=1}^{y} \max _{\delta=1}^{f_{\sigma}(x)}\left(\epsilon_{\sigma, \delta, k}\right)\right\rangle \tag{7.6}
\end{equation*}
$$

that gives the expectation value of the maximal percentage of the correlation energy for each value of the computational resources $(x, y)$ introduced above. As expected, for each pair $(x, y)$ the function 7.6 assumes different values by varying $\sigma$ and the maximal one is reported in figure 7.9. The associated spot has the colour of the corresponding $\sigma$, defined in figure 7.7. The advantage of QIDA is noticeable in the overall results with respect to the ladder-entangler ansatz, particularly when the reduction is taken into account. Nevertheless, when the number of CNOTs and VQE repetitions is increased, the ladder-entangler ansatz statistically gives better results but without increasing significantly the ones obtained with our method. This is not surprising because, as mentioned above, the former connects all the qubits and possesses more parameters giving the possibility to catch electronic correlations that the latter cannot reproduce even if the depth of the circuit is increased. However, if noise is to be taken into account, we infer that the ladder-entangler ansatz will likely degrade any such advantage owned in the noiseless case because of the greater number of CNOTs gates with respect to QIDA ansatz. Overall, these results bring forward the idea of the QIDA ansatz as a modular starting circuit for a more refined fully entangled one that can catch the missing correlations, as was proposed at the beginning of this chapter.

### 7.5 Conclusions

We have presented a novel approach to constructing correlations inspired hardware efficient ansätze for quantum chemistry simulations. Our method
leverages the wavefunction of a well-scaling classical method, such as MP2, to generate ansätze that achieves correlation energies comparable or superior to currently used heuristic ansätze, while requiring substantially fewer CNOTs.

To demonstrate the effectiveness of our approach, we simulated various molecular systems using statevector simulations. We stressed the fact that the results in figure 7.9 have been obtained with statevector simulations. Then, for noisy simulations, we expect that QIDA ansätze will become even more efficient with respect to the ladder-entangler one because the number of two-qubit quantum gates is significantly reduced. Additionally, we observed a growing performance disparity with the number of qubits 7.8 , with our QIDA method consistently demonstrating superior performance compared to the ladder-entangler ansatz.

Furthermore, we propose a modular approach to using QIDA in conjunction with other blocks to obtain a refinement of the method and recover the missing correlations. The idea is to first employ QIDA to identify the leading correlations between qubits in order to deliver to the optimized ansätze with appropriate starting ingredients, excluding from the Hilbert space the subspace involving entanglement between uncorrelated qubits. This constraint can be relaxed by applying subsequent fully entangled blocks. This approach has the potential to reduce the overall computational cost of quantum chemistry simulations while maintaining or improving the accuracy of the results.

In summary, this method is promising for generating hardware-efficient ansätze for quantum chemistry simulations. We have demonstrated the effectiveness of our QIDA method on the small molecules, increasing the percentage of the correlation energy values with fewer CNOTs compared to existing ansatz methods. These findings suggest that our QIDA can be a valuable tool in the ongoing efforts to improve the efficiency and accuracy of quantum chemistry simulations.

## Chapter 8

## Spin-symmetric ansätze

### 8.1 Introduction

Developing strategies to determine the groundstate of physical systems play a fundamental role in electronic structure calculation. Quantum algorithms could give an exponential speed-up in this field and the variational quantum algorithm (VQE) is one of the most promising algorithms for NISQ devices. The parameters of the hardware-efficient ansatz implemented for this algorithm span a subset of the Fock space to find the values that minimize the expectation value of the Hamiltonian of the system under consideration. There are no certainties that the groundstate is included in the spanned subset nor that classical optimisation can reach such state. Thus the definition of the variational form of the ansatz is a crucial point, even if the Hamiltonian is optimized, as shown in chapter 3. In the previous chapter 7 , we illustrated a strategy that exploits the quantum mutual information between spin-orbitals of an approximated groundstate to determine the ansatz. Here, we show another method that takes advantage of a particular symmetry of the Hamiltonian.

### 8.2 Spin-inversion symmetry

We consider a set of $n$ single-particle states and two spin projections. The $2^{2 n}$ basis vectors of the Fock space are

$$
\begin{equation*}
\left|\alpha_{1 \downarrow} \alpha_{1 \uparrow} \ldots \alpha_{n \downarrow} \alpha_{n \uparrow}\right\rangle=\prod_{i=1}^{n}\left(a_{i \downarrow}^{\dagger}\right)^{\alpha_{i \downarrow}}\left(a_{i \uparrow}^{\dagger}\right)^{\alpha_{i \uparrow}}|\varnothing\rangle \tag{8.1}
\end{equation*}
$$

where $\alpha_{i \sigma}=0,1 \quad \forall i=1, \ldots, n \quad \sigma=\uparrow, \downarrow$ and $|\varnothing\rangle$ is the vacuum state. Now define the spin-inversion operator

$$
\begin{equation*}
R=\prod_{i=1}^{n} R_{i}=\prod_{i=1}^{n}\left[a_{i \uparrow}^{\dagger} a_{i \downarrow}+a_{i \downarrow}^{\dagger} a_{i \uparrow}+\left(1-N_{i}\right)^{2}\right] \tag{8.2}
\end{equation*}
$$

where $N_{i}=a_{i \uparrow}^{\dagger} a_{i \uparrow}+a_{i \downarrow}^{\dagger} a_{i \downarrow}$ is the number operator for the mode $i$. It easy to show that

$$
\begin{equation*}
R_{i}=R_{i}^{\dagger} \quad\left[R_{i}, R_{j}\right]=0 \quad R_{i} R_{i}=I \tag{8.3}
\end{equation*}
$$

where $I$ is the identity operator. As a consequence, the $R$ operator is Hermitian and unitary

$$
\begin{equation*}
R=R^{\dagger} \quad R R^{\dagger}=I \tag{8.4}
\end{equation*}
$$

From these properties, it follows that

$$
\begin{equation*}
R^{\dagger} a_{l \sigma}^{\dagger} R=R a_{l \sigma}^{\dagger} R=a_{l \bar{\sigma}}^{\dagger}\left(1-2 N_{l \sigma}\right) \tag{8.5}
\end{equation*}
$$

where $\bar{\sigma}$ is the spin-projection opposite with respect to $\sigma$ and $N_{l \sigma}=a_{l \sigma}^{\dagger} a_{l \sigma}$. By applying the $R$ operator to the basis states 8.1 and considering the relation above we see that

$$
\begin{equation*}
R\left|\alpha_{n \downarrow} \alpha_{n \uparrow} \ldots \alpha_{1 \downarrow} \alpha_{1 \uparrow}\right\rangle=\left|\alpha_{n \uparrow} \alpha_{n \downarrow} \ldots \alpha_{1 \uparrow} \alpha_{1 \downarrow}\right\rangle \tag{8.6}
\end{equation*}
$$

When acting on a state, the first two terms in each $R_{l}$ exchange the spin of the particles if there is only one in the mode $l$ while annihilating the state if the mode is empty or doubly occupied, the last term act as an identity operator if the mode $l$ is empty or doubly occupied and annihilate the state if it is individually occupied. The phase factor into the parenthesis of the equation 8.5 takes into account the -1 sign appearing when the particles in the doubly occupied state are exchanged. Thus $R$ exchanges the occupation numbers of the spin-up and spin-down projections of each single-particle mode, this explains the name given to the operator. Consider a system such that

$$
\begin{equation*}
\left\langle\psi_{a}\right| H\left|\psi_{b}\right\rangle=\left\langle R \psi_{a}\right| H\left|R \psi_{b}\right\rangle \quad \forall a, b \in 2^{2 n} \tag{8.7}
\end{equation*}
$$

where $a, b$ are the indices corresponding to the vectors of the Fock space. In this case, we obtain that $H=R^{\dagger} H R=R H R$ because $R$ is Hermitian, so the two operators commute

$$
\begin{equation*}
[R, H]=0 \tag{8.8}
\end{equation*}
$$

Suppose that the groundstate $\left|\psi_{G S}\right\rangle$ of our system is non-degenerate. Since $R$ is unitary, as a consequence of the previous equation, we have that

$$
\begin{equation*}
R\left|\psi_{G S}\right\rangle=\left|\psi_{G S}\right\rangle \tag{8.9}
\end{equation*}
$$

We can take advantage of this equivalence by modifying the cost function of the variational quantum algorithms like VQE and WAHTOR. Consider the parametrized ansatz $|\psi(\boldsymbol{\theta})\rangle$, the state $R|\psi(\boldsymbol{\theta})\rangle$ is pure as well as $|\psi(\boldsymbol{\theta})\rangle$ because $R$ is unitary. The root fidelity [144] $F(\boldsymbol{\theta})$ between these two states is

$$
\begin{equation*}
F(\boldsymbol{\theta})=|\langle\psi(\boldsymbol{\theta})| R| \psi(\boldsymbol{\theta})\rangle \mid \tag{8.10}
\end{equation*}
$$

and can efficiently be calculated on a quantum computer because $R$ is Hermitian and the number of Pauli strings appearing in the mapped operator scale as $O(n)$. Since $F(\boldsymbol{\theta})=1$ if and only if $R|\psi(\boldsymbol{\theta})\rangle=|\psi(\boldsymbol{\theta})\rangle$, we can define the following cost function

$$
\begin{equation*}
C(\boldsymbol{\theta})=\langle\psi(\boldsymbol{\theta})| H|\psi(\boldsymbol{\theta})\rangle+\lambda(1-F(\boldsymbol{\theta})) \tag{8.11}
\end{equation*}
$$

where $\lambda$ is a real positive parameter. Since the additional term in the cost function $C(\boldsymbol{\theta})$, during the classical optimization of the $\boldsymbol{\theta}$ parameters the optimizer tends to explore the subset of the Hilbert space corresponding to states that are invariant under the application of the $R$ operator, the symmetry possesses by the $\left|\psi_{G S}\right\rangle$. Another way to take advantage of this symmetry is to build an ansätze that preserves it for each value of the parameters. Consider a state $|\psi\rangle$ that can be obtained by applying a set of $N$ unitary operators $U_{1}, \ldots, U_{M}$ to the state $|\phi\rangle$

$$
\begin{equation*}
|\psi\rangle=U_{M} \ldots U_{1}|\phi\rangle=R R U_{M} R R \ldots R R U_{1} R R|\phi\rangle \tag{8.12}
\end{equation*}
$$

where the last equality follows from the properties 8.4. If one defines the operators

$$
\begin{equation*}
\tilde{U}_{i}=R U_{i} R \quad i=1 \ldots M \tag{8.13}
\end{equation*}
$$

the state above can be expressed as

$$
\begin{equation*}
|\psi\rangle=R \tilde{U}_{M} \ldots \tilde{U}_{1}|\tilde{\phi}\rangle \tag{8.14}
\end{equation*}
$$

where $|\tilde{\phi}\rangle=R|\phi\rangle$. Thus $|\psi\rangle$ can be obtained by applying the operators $U_{i}$ to the initial wavefunction $|\phi\rangle$ or, equivalently, by considering the spin inversion of the initial wave function $|\tilde{\phi}\rangle$ followed by the application of the set of operators $\tilde{U}_{i}$ and another spin-inversion operator. If the single-particle states are represented with lines and the operators with black boxes acting on them, we can graphically illustrate with figure 8.1 the two ways to build $|\psi\rangle$. We aim to construct a state such that $|\psi\rangle=R|\psi\rangle$. Without loss of generality, we can consider an initialized state such that $|\phi\rangle=R|\phi\rangle$. Given a set of $M$ unitary operators $V_{i}$, we obtain that $\tilde{V}_{i}=R V_{i} R$ for $i=1, \ldots, M$. Suppose that these operators commute, thus

$$
\begin{equation*}
\left[\tilde{V}_{i}, V_{i}\right]=0 \tag{8.15}
\end{equation*}
$$



Figure 8.1: Illustration of the two different ways to build the state $|\psi\rangle$. Each line represents a single-particle state where the spin-up and spin-down are identified respectively with $\uparrow$ and $\downarrow$. The operators acting on them are depicted as black boxes.

We will see later that this condition can be verified for the cases of our interest. Now, we can define $U_{i}=V_{i} \tilde{V}_{i}$. It follows that

$$
\begin{equation*}
\tilde{U}_{i}=R V_{i} \tilde{V}_{i} R=R V_{i} R V_{i} R R=\tilde{V}_{i} V_{i}=V_{i} \tilde{V}_{i}=U_{i} \tag{8.16}
\end{equation*}
$$

Finally, from the equation 8.14 we get

$$
\begin{equation*}
R|\psi\rangle=R R \tilde{U}_{M} \ldots \tilde{U}_{1}|\phi\rangle=U_{M} \ldots U_{1}|\phi\rangle=|\psi\rangle \tag{8.17}
\end{equation*}
$$

that satisfy the required condition. In order to investigate how to implement a hardware-efficient ansatz that preserves this symmetry on a quantum computer, we need to define a set of quantum gates that can be implemented on our device. Our method can be applied to quantum gates that act on any number of qubits but, to perform an easy implementation, we just consider the CNOT and the $R_{Y}$ quantum gates acting, respectively, on two and one qubits. By taking into account the Jordan-Wigner encoding method, we can define the fermionic representation of the $C N O T$ quantum gate as

$$
\begin{equation*}
V^{C}=a_{i \sigma} a_{i \sigma}^{\dagger}+\left(a_{j \tau}+a_{j \tau}^{\dagger}\right) a_{i \sigma}^{\dagger} a_{i \sigma} \prod_{\Gamma(k, \rho)<\Gamma(j, \tau)}\left(1-2 N_{k \rho}\right) \tag{8.18}
\end{equation*}
$$

where $i, j, k=1, \ldots, N$ and $\sigma, \tau, \rho=\uparrow, \downarrow$. Here, $i \sigma$ and $j \tau$ specify the fermionic modes on which the CNOT acts. We introduced the function
$\Gamma(k, \rho)=2 k-\delta_{\rho \downarrow}$ to take into account the phase factor due to the occupied fermionic modes $k \rho$ that in formula 8.1 appear to the left of the mode $j \tau$. Suppose that $i \neq j$. By using the relation 8.5, the corresponding spininverted operator can be easily calculated

$$
\begin{equation*}
\tilde{V}^{C}=a_{i \bar{\sigma}} a_{i \bar{\sigma}}^{\dagger}+\left(a_{j \bar{\tau}}+a_{j \bar{\tau}}^{\dagger}\right) a_{i \bar{\sigma}}^{\dagger} a_{i \bar{\sigma}}\left(1-2 N_{j \tau}\right) \prod_{\Gamma(k, \rho)<\Gamma(j, \tau)}\left(1-2 N_{k \bar{\rho}}\right) \tag{8.19}
\end{equation*}
$$

and it follows that $\left[V^{C}, \tilde{V}^{C}\right]=0$. In an equivalent way, we can define the fermionic operator associated with the quantum gate $R_{Y}(\theta)$, acting on singleparticle quantum state $i \sigma$, as

$$
\begin{equation*}
V^{R_{Y}}(\theta)=\cos \frac{\theta}{2}+\sin \frac{\theta}{2}\left(a_{i \sigma}^{\dagger}-a_{i \sigma}\right) \prod_{\Gamma(k, \rho)<\Gamma(j, \tau)}\left(1-2 N_{k \rho}\right) \tag{8.20}
\end{equation*}
$$

where, for the phase factor, the same consideration explained above are still valid. We see that

$$
\begin{equation*}
\tilde{V}^{R_{Y}}(\theta)=\cos \frac{\theta}{2}+\sin \frac{\theta}{2}\left(a_{i \bar{\sigma}}^{\dagger}-a_{i \bar{\sigma}}\right) \prod_{\Gamma(k, \rho)<\Gamma(j, \tau)}\left(1-2 N_{k \bar{\rho}}\right) \tag{8.21}
\end{equation*}
$$

that give $\left[V^{R_{Y}}(\theta), \tilde{V}^{R_{Y}}(\theta)\right]=0$. By defining

$$
\begin{equation*}
U^{C}=V^{C} \tilde{V}^{C} \quad U^{R_{Y}}(\theta)=V^{R_{Y}}(\theta) \tilde{V}^{R_{Y}}(\theta) \tag{8.22}
\end{equation*}
$$

and considering the initializing state $|0\rangle^{\otimes_{N}}$, we can construct the ansatz

$$
\begin{equation*}
|\psi\rangle=U_{M}^{C} U^{R_{Y}}\left(\theta_{M}\right) \ldots U_{1}^{C} U^{R_{Y}}\left(\theta_{1}\right)|0\rangle^{\otimes_{N}} \tag{8.23}
\end{equation*}
$$

that preserve the spin-symmetry for each value of the parameters $\theta_{i}$. Here the subscripts going from 1 to $M$ in each operator remind us that they can act on different qubits.

### 8.3 Results

To show the validity of the method described above, we build an example of an ansatz that preserves the spin-inversion symmetry and we discuss the results obtained for the benchmarking $\mathrm{H}_{2} \mathrm{O}$ molecule. We define the twoqubit quantum gate $V$ in the following manner: apply a CNOT gate followed by two $R_{y}$ gates, one on the target qubit and the other one on the control qubit, as shown in figure 8.2. If $V$ acts on qubits $i \sigma$ and $j \tau$ for $i \neq j, \tilde{V}$ acts on qubits $i \bar{\sigma}$ and $j \bar{\tau}$, it follows that the quantum gate $U=V \tilde{V}$ is applied


Figure 8.2: The quantum gate $V$, applied between the qubits $i \sigma$ and $j \tau$, that we defined to perform our simulations is shown.
on the four qubits that we specified with the representation $(i \sigma, j \tau, i \bar{\sigma}, j \bar{\tau})$. Here the first two indices are related to the gate $V$ while the third and fourth are related to $\tilde{V}$. Consider the $\mathrm{H}_{2} \mathrm{O}$ molecular system in sto-3g basis set. By applying the frozen core approximation we obtain a set of 6 orbitals, indexed from 0 to 5 . With the Jordan-Wigner encoding method, we can map our system on a 12 qubits register, where the first half and the second half of qubits map the occupation number of respectively the spin-up and spin-down orbitals. We built the ansatz in the following manner: on each qubit $i \sigma$ we apply an $R_{y}\left(\theta_{i \sigma}\right)$ quantum gate and constrain the parameters so that $R_{y}\left(\theta_{i \bar{\sigma}}\right)=R_{y}\left(\theta_{i \sigma}\right)$, then an entanglement block composed only of $U$ quantum gates is applied and repeated a number of times equal to the depth. To define an entanglement block we need to specify where the $U$ gates are applied. We choose the following set of indices

$$
\begin{aligned}
& U_{1} \rightarrow(1 \uparrow, 5 \uparrow, 1 \downarrow, 5 \downarrow) \\
& U_{2} \rightarrow(2 \uparrow, 4 \downarrow, 2 \downarrow, 4 \downarrow) \\
& U_{3} \rightarrow(5 \uparrow, 1 \downarrow, 5 \downarrow, 1 \uparrow) \\
& U_{4} \rightarrow(4 \uparrow, 2 \downarrow, 4 \downarrow, 2 \uparrow) \\
& U_{5} \rightarrow(0 \uparrow, 4 \uparrow, 0 \downarrow, 4 \downarrow) \\
& U_{6} \rightarrow(4 \uparrow, 1 \downarrow, 4 \downarrow, 1 \uparrow)
\end{aligned}
$$

By setting the depth to 3 we obtain an ansatz composed of 36 CNOTs and 41 parameters. The ansatz parameters were optimized up to a convergence threshold of $10^{-6}$ Hartree. The VQE algorithm converges to $50.63 \%$ of the correlation energy, defined in chapter 3, and the corresponding root fidelity between this state and the groundstate is 0.99318 . These results are comparable with the ones shown in chapter 5: the depth 4 ladder entangler, map composed of 44 CNOTs and 60 parameters, converged to $51.65 \%$ of the correlation energy with a root fidelity between this state and the groundstate equal to 0.99233 . The spin-inversion symmetry of the converged state can
be pictorially shown by taking into account the quantum mutual information matrix (MI) defined in 7.2. Indeed, consider as an example the QMI


Figure 8.3: The MI is related to the $H_{2}$ system in HF basis. (a) The MI matrix is symmetric with respect to the diagonal by construction. (b) The spin-inversion symmetry divides the upper triangular part of the QMI into two couple of triangular blocks: the red blocks $A$ and the green blocks $B$ respectively corresponding to spin-orbital pairs with the same and the opposite spin projection.
matrix corresponding to the Jordan-Wigner mapped groundstate of the $\mathrm{H}_{2}$


Figure 8.4: QMI matrix of the VQE state for the $\mathrm{H}_{2} \mathrm{O}$ molecular system detailed in the main text.
molecule, expressed in Hatree-Fock spin-orbitals, shown in figure 8.3. Since this quantum system verifies the conditions set out in the previous section, we know that $R\left|\psi_{G S}\right\rangle=\left|\psi_{G S}\right\rangle$ and this equality is reflected on the QMI matrix. To explain this concept, we focus on the image $8.3[\mathrm{~b}]$ representing the upper triangular part of the QMI matrix. Here we identified two couple of triangular blocks that we called $A$ and $B$. The upper $A$ block defines the QMI between the spin-up orbitals and the lower one is related to the QMI between the spin-down orbitals. The $B$ blocks take into account the QMI between spin-orbitals with opposite spin projections. In general, the four blocks defined above are different from each other. If the state under consideration possesses the spin-inversion symmetry, as done by $\left|\psi_{G S}\right\rangle$, the two $A$ blocks are identical between them such as the $B$ ones, as can be noted in figure $8.3[\mathrm{~b}]$. Now we go back to the $\mathrm{H}_{2} \mathrm{O}$ molecular system described above. In figure 8.4 we reported the QMI matrix corresponding to the converged VQE state. Since we constructed the ansatz in a spin-symmetric way, we note that the $A$ and $B$ blocks are equal as expected. For the VQE state obtained from the ladder ansatz with depth 4, the QMI matrix is shown in figure $5.2[\mathrm{a}]$. In this case, we note that nor the $A$ blocks nor the $B$ ones are identical because this ansatz does not preserve the spin-inversion symmetry.

## Chapter 9

## Conclusions and outlook

In this work, different approaches have been considered to improve the capabilities of the variational quantum algorithms. Exception made for the QIDA method, we tried to exploit the symmetries of the system under consideration to this scope. In chapters 3 and 4 we explained how to implement the orbital optimization procedure on a quantum computer by calculating the energy derivatives with respect to the Hamiltonian parameters that specify the single-particle basis set. Results showed that the algorithm improved the VQE energies and gave a certain flexibility in the ansatz connectivity, adapting the Hamiltonian to the wavefunction. In chapter 5 we showed that the WAHTOR algorithm converges to the natural orbital basis set for the benchmark molecular systems investigated. In chapter 6 the basis change is interpreted as a particular case of the Bogoliubov proper unitary transformation, thanks to the Hamiltonian can be written in terms of quasiparticles. This symmetry has been employed to study $\mathrm{SU}(\mathrm{N})$ Hubbard-type models. Despite the Hamiltonian optimization improving the VQE results for each system investigated the Bogoliubov transformation did not show any advantage with respect to the basis change. Further investigations are necessary to test the method before publishing the work: on the one hand, we want to simulate $\mathrm{SU}(4)$ models by optimizing the basis set, on the other hand, we will investigate the behaviour of the algorithm when the Bogoliubov transformation is taken into account for Hamiltonians containing superconductive terms, like for the Kitaev models. In chapter 7 we focused on the building of heuristic ansätze containing the potential to create the correlations characterising the chemical systems investigated. In particular, we developed a strategy that determines the quantum mutual information between the spin-orbitals of an approximated groundstate obtained from classical methods and, based on this information, built the entangler block. The results show that the VQE energies obtained with QIDA possess better statistical properties than
the ones obtained from the ladder ansatz. This is particularly evident for the $\mathrm{NH}_{3}$ molecule, the bigger tested system. Given the promising results, the method could be further developed by considering quantum gates different from the CNOTs to entangle the qubits. Moreover, since the method concentrates the strongest correlations on a small number of CNOTs gates, it can be used as a starting point to build a more accurate ansatz. In chapter 8, we defined a strategy to build ansätze that preserves the spin-inversion symmetry. As proof of concept, we limited the test to a specific ansatz, thus further investigations are required to implement other quantum circuits.

The manuscripts related to the results shown in chapters 5 and 7 are in preparation while the ones related to the results exposed in chapters 4 and 3 are respectively under review [145] and published [103].

All these methods have been tested using state vector simulations. Despite we expect that the statistical noise in measurement-based simulations will not invalidate the methods developed in this work, we showed in figure 3.11 that noisy hardware is not yet able to reproduce physically significant results when the VQE algorithm is run. Thus further progress is necessary to reduce the noise of real quantum hardware and allow the use of the methods, based on the VQE algorithm, that we developed. The ideas developed in chapters 7 and 8 give rise to ansatz that naturally incorporates some property of the investigated system, like correlations or symmetry and, in this sense, they differ from the random hardware efficient ansatz that suffers the problem of the barren plateau [42]. Thus it will be interesting to investigate if this limitation is present in the proposed quantum circuits.

Finally, up to now, all the methods illustrated in this work have been developed independently from each other. In principle, they could be mixed to open the way to a new future prospective. For example, given an approximate state of the problem under investigation, we could build an ansatz using the QIDA method by considering a spin-inversion symmetric entangler in place of the CNOTs. Moreover, the Hamiltonian can be optimised using one of the transformations discussed in this work.

## Chapter 10

## Appendix

In this appendix, we give additional information about the results illustrated above. In particular, in the first section, we give proof of the equations used to calculate the derivatives of the one-body and two-body integrals with respect to the Hamiltonian parameters shown in chapter 4 . in the second one, we show the quantum mutual information matrices obtained for the molecules investigated in chapter 5 .

### 10.1 Derivatives

We start defining the vector $\boldsymbol{R} \in \mathbb{R}^{d^{2}}$ and the vector $\boldsymbol{T}$ of the generators of the Hermitian matrices of dimension $d^{2}$. The equation of the $n$-th derivative of the energy with respect to the variables with indices $l_{1}, l_{2}, \ldots, l_{n}$ is

$$
\begin{array}{r}
\frac{d^{n} E(\boldsymbol{R}, \boldsymbol{\theta})}{d R_{l_{1}}, . ., d R_{l_{n}}}=\sum_{i, j} \frac{d^{n} h(\boldsymbol{R})_{i j}}{d R_{l_{1}}, . ., d R_{l_{n}}}\langle\Psi(\boldsymbol{\theta})| a_{i}^{\dagger} a_{j}|\Psi(\boldsymbol{\theta})\rangle+  \tag{10.1}\\
\quad+\frac{1}{2} \sum_{c, d, e, f} \frac{d^{n} g(\boldsymbol{R})_{c d e f}}{d R_{l_{1}}, . ., d R_{l_{n}}}\langle\Psi(\boldsymbol{\theta})| a_{c}^{\dagger} a_{d}^{\dagger} a_{e} a_{f}|\Psi(\boldsymbol{\theta})\rangle
\end{array}
$$

We note that to calculate the derivatives of each order of the energy with respect to the Hamiltonian parameters, we just need to calculate the derivatives of the one-body and two-body integrals

$$
\begin{equation*}
h(\boldsymbol{R})=e^{-i \boldsymbol{R} \cdot \boldsymbol{T}} h_{H F} e^{i \boldsymbol{R} \cdot \boldsymbol{T}} \tag{10.2}
\end{equation*}
$$

and

$$
\begin{equation*}
g(\boldsymbol{R})=e^{-i \boldsymbol{R} \cdot \boldsymbol{T}} \otimes e^{-i \boldsymbol{R} \cdot \boldsymbol{T}} g_{H F} e^{i \boldsymbol{R} \cdot \boldsymbol{T}} \otimes e^{i \boldsymbol{R} \cdot \boldsymbol{T}} \tag{10.3}
\end{equation*}
$$

where $h_{H F}$ and $g_{H F}$ are the one and the two body integrals expressed in Hartree-Fock basis, respectively. For this purpose, we can use the following
lemma of the Baker-Campbell-Hausdorff formula

$$
\begin{equation*}
e^{A} o e^{-A}=\sum_{k=0}^{\infty} \frac{\left[(A)^{k}, o\right]}{k!} \tag{10.4}
\end{equation*}
$$

 operators $A$ and $o$, that can be written as

$$
\begin{equation*}
\left[(A)^{k}, o\right]=\sum_{B^{k}=\operatorname{Perm}\left\{A^{k}\right\}}\left[B_{1}^{k},\left[B_{2}^{k},\left[B_{3}^{k}, \ldots,\left[B_{k}^{k}, o\right] \ldots\right]\right]\right] \tag{10.5}
\end{equation*}
$$

where $B^{k}$ is a set composed of $k$ objects that, in this case, are the same operator $A$ repeated $k$ times. Now suppose that $A$ is linear in $\boldsymbol{R}$, so, defining $e^{A(\boldsymbol{R})} o e^{-A(\boldsymbol{R})}=o(\boldsymbol{R})$ it easy to show that

$$
\begin{equation*}
\frac{d^{n} o(\boldsymbol{R})}{d R_{l_{1}}, . ., d R_{l_{n}}}=\sum_{k=0, n \leq k}^{\infty} \sum_{B^{k}} \frac{1}{k!}\left[B_{1}^{k},\left[B_{2}^{k},\left[B_{3}^{k}, \ldots,\left[B_{k}^{k}, o\right] \ldots\right]\right]\right] \tag{10.6}
\end{equation*}
$$

where

$$
\begin{equation*}
B^{k}=\operatorname{Perm}\left\{A^{k-n}, \frac{d A}{d R_{l_{1}}}, . ., \frac{d A}{d R_{l_{n}}}\right\} \tag{10.7}
\end{equation*}
$$

The derivatives are easy to evaluate in $\boldsymbol{R}=\mathbf{0}$ because, in this case, just the term with $k=n$ survive in the summation

$$
\begin{equation*}
\left.\frac{d^{n} o(\boldsymbol{R})}{d R_{l_{1}}, . ., d R_{l_{n}}}\right|_{\boldsymbol{R}=\mathbf{0}}=\sum_{B^{n}} \frac{1}{n!}\left[B_{1}^{n},\left[B_{2}^{n},\left[B_{3}^{n}, \ldots,\left[B_{n}^{n}, o\right] \ldots\right]\right]\right] \tag{10.8}
\end{equation*}
$$

with

$$
\begin{equation*}
B^{n}=\operatorname{Perm}\left\{\frac{d A}{d R_{l_{1}}}, . ., \frac{d A}{d R_{l_{n}}}\right\} \tag{10.9}
\end{equation*}
$$

This equation can be written recursively as

$$
\begin{equation*}
\left.\frac{d^{n} o(\boldsymbol{R})}{d R_{l_{1}}, . ., d R_{l_{n}}}\right|_{\boldsymbol{R}=\mathbf{0}}=\sum_{j=\operatorname{Perm}\{l\}} \frac{1}{n}\left[\frac{d A}{d R_{j_{1}}},\left.\frac{d^{n-1} o(\boldsymbol{R})}{d R_{j_{2}}, . ., d R_{j_{n}}}\right|_{\boldsymbol{R}=\mathbf{0}}\right] \tag{10.10}
\end{equation*}
$$

For the one body term, we have that $A=-i \boldsymbol{R} \cdot \boldsymbol{T}$ and $o=h_{H F}$, so

$$
\begin{equation*}
\left.\frac{d^{n} h(\boldsymbol{R})}{d R_{l_{1}}, . ., d R_{l_{n}}}\right|_{\boldsymbol{R}=\mathbf{0}}=\sum_{j=\operatorname{Perm}\{l\}} \frac{1}{n}\left[-i T_{j_{1}},\left.\frac{d^{n-1} h(\boldsymbol{R})}{d R_{j_{2}}, . ., d R_{j_{n}}}\right|_{\boldsymbol{R}=\mathbf{0}}\right] \tag{10.11}
\end{equation*}
$$

For the two body term, we observe that

$$
\begin{equation*}
e^{i \boldsymbol{R} \cdot \boldsymbol{T}} \otimes e^{i \boldsymbol{R} \cdot \boldsymbol{T}}=\left(e^{i \boldsymbol{R} \cdot \boldsymbol{T}} \otimes I\right)\left(I \otimes e^{i \boldsymbol{R} \cdot \boldsymbol{T}}\right)=e^{i \boldsymbol{R} \cdot \boldsymbol{T} \otimes I} e^{I \otimes i \boldsymbol{R} \cdot \boldsymbol{T}}=e^{(i \boldsymbol{R} \cdot \boldsymbol{T} \otimes I+I \otimes i \boldsymbol{R} \cdot \boldsymbol{T})} \tag{10.12}
\end{equation*}
$$

where $I$ is the identity operator and the last equality is true because of the Baker-Campbell-Hausdorff formula for commutating operators. So we can write the two body integrals in the following manner

$$
\begin{equation*}
g(\boldsymbol{R})=e^{(-i \boldsymbol{R} \cdot \mathbf{T} \otimes I-I \otimes i \boldsymbol{R} \cdot \boldsymbol{T})} g_{H F} e^{(i \boldsymbol{R} \cdot \mathbf{T} \otimes I+I \otimes i \boldsymbol{R} \cdot \boldsymbol{T})} \tag{10.13}
\end{equation*}
$$

Now, using the equation 10.10 and imposing $A=-i \boldsymbol{R} \cdot \boldsymbol{T} \otimes I-I \otimes i \boldsymbol{R} \cdot \boldsymbol{T}$ and $o=h_{H F}$, we obtain a formula similar to that shown for the one body term

$$
\begin{equation*}
\left.\frac{d^{n} g(\boldsymbol{R})}{d R_{l_{1}}, . ., d R_{l_{n}}}\right|_{\boldsymbol{R}=\mathbf{0}}=\sum_{j=\operatorname{Perm}\{l\}} \frac{1}{n}\left[-i\left(T_{j_{1}} \otimes I+I \otimes T_{j_{1}}\right),\left.\frac{d^{n-1} g(\boldsymbol{R})}{d R_{j_{2}}, . ., d R_{j_{n}}}\right|_{\boldsymbol{R}=\mathbf{0}}\right] \tag{10.14}
\end{equation*}
$$

Finally, we obtain the first derivatives

$$
\begin{align*}
\left.\frac{d h(\boldsymbol{R})}{d R_{l}}\right|_{\boldsymbol{R}=\mathbf{0}} & =-i\left[T_{l}, h_{H F}\right] \\
\left.\frac{d g(\boldsymbol{R})}{d R_{l}}\right|_{\boldsymbol{R}=\mathbf{0}} & =-i\left[T_{l} \otimes I+I \otimes T_{l}, g_{H F}\right] \tag{10.15}
\end{align*}
$$

and the second ones

$$
\begin{align*}
& \left.\frac{d^{2} h(\boldsymbol{R})}{d R_{l_{1}} d R_{l_{2}}}\right|_{\boldsymbol{R}=\mathbf{0}}=-\frac{1}{2}\left(\left[T_{l_{1}},\left[T_{l_{2}}, h_{H F}\right]\right]+\left[T_{l_{2}},\left[T_{l_{1}}, h_{H F}\right]\right]\right) \\
& \left.\frac{d^{2} g(\boldsymbol{R})}{d R_{l_{1}} d R_{l_{2}}}\right|_{\boldsymbol{R}=\mathbf{0}}=-\frac{1}{2}\left(\left[T_{l_{1}} \otimes I+I \otimes T_{l_{1}},\left[T_{l_{2}} \otimes I+I \otimes T_{l_{2}}, g_{H F}\right]\right]+\right.  \tag{10.16}\\
& \left.\quad+\left[T_{l_{2}} \otimes I+I \otimes T_{l_{2}},\left[T_{l_{1}} \otimes I+I \otimes T_{l_{1}}, g_{H F}\right]\right]\right)
\end{align*}
$$

### 10.2 Quantum mutual information matrices

In the present section, we provide the quantum mutual information maps for the other molecules considered in chapter 5. For each figure, we have the VQE state (a), the WAHTOR state (b) and the ground state (c,d,e). The first one is expressed in the HF basis, the second one in the converged molecular basis and the third one in three different basis sets: Hartree-Fock, converged and natural orbitals set. For each molecule, we note that the quantum mutual information in the WAHTOR state is distributed on the qubit pairs as well as in the ground state expressed in the natural orbital basis. As more the converged state is similar to the ground state as more the quantum mutual information maps are similar.

(a) VQE state in HF molecular orbitals

(c) Groundstate in HF molecular orbitals

(b) WAHTOR state in converged molecular orbitals

(d) Groundstate in converged molecular orbitals

(e) Groundstate in natural molecular orbitals

Figure 10.1: Quantum mutual information for $H_{2}$ molecule.

(a) VQE state in HF molecular orbitals

(c) Groundstate in HF molecular orbitals

(b) WAHTOR state in converged molecular orbitals

(d) Groundstate in converged molecular orbitals

(e) Groundstate in natural molecular orbitals

Figure 10.2: Quantum mutual information for LiH molecule.

(a) VQE state in HF molecular orbitals

(c) Groundstate in HF molecular orbitals

(b) WAHTOR state in converged molecular orbitals

(d) Groundstate in converged molecular orbitals

(e) Groundstate in natural molecular orbitals

Figure 10.3: Quantum mutual information for $H F$ molecule.

(a) VQE state in HF molecular orbitals

(c) Groundstate in HF molecular orbitals

(b) WAHTOR state in converged molecular orbitals

(d) Groundstate in converged molecular orbitals

(e) Groundstate in natural molecular orbitals

Figure 10.4: Quantum mutual information for $\mathrm{BeH}_{2}$ molecule.

(a) VQE state in HF molecular orbitals

(c) Groundstate in HF molecular orbitals

(b) WAHTOR state in converged molecular orbitals

(d) Groundstate in converged molecular orbitals

(e) Groundstate in natural molecular orbitals

Figure 10.5: Quantum mutual information for $\mathrm{H}_{2} \mathrm{~S}$ molecule.

(a) VQE state in HF molecular orbitals

(c) Groundstate in HF molecular orbitals

(b) WAHTOR state in converged molecular orbitals

(d) Groundstate in converged molecular orbitals

(e) Groundstate in natural molecular orbitals

Figure 10.6: Quantum mutual information for $N H_{3}$ molecule.
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[^0]:    ${ }^{1}$ Further exception for depth 4 of the ladder-entangler ansatz of the water molecule, in this case, we did 2000 repetitions to give more statistical value to figure 7.9

