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Introduction
Osteoarthritis (OA) affects a great number of 
people, affecting the society in terms of health 
and financial costs. Although OA has traditionally 
been considered a disease of older age, it can also 
affect younger adults, having a profound impact 
on their psychosocial well-being and work capac-
ity. Early signs of OA can be present up to two 
decades prior to formal diagnosis.1 Data from the 
Global Burden of Disease (GBD) study indicate a 
steady growth in disease burden due to OA since 
1990 among people aged 15–49 years, with the 

greatest burden evident for females. The rate of 
primary knee replacement for people aged 20–
49 years increased by 76% in the United States 
from 2001 to 2007, and the prevalence of knee 
OA has more than doubled since the mid-20th 
century.2

Younger populations with OA represent a new 
public health issue, given that these individuals 
will likely live with OA for a longer time than pre-
vious generations. Moreover, early OA detection 
in younger adults is important for public health 
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Abstract
Background: Osteoarthritis (OA) has traditionally been considered a disease of older adults 
(⩾65 years old), but it may appear in younger adults. However, the risk factors for OA in 
younger adults need to be further evaluated.
Objectives: To develop a prediction model for identifying risk factors of OA in subjects aged 
20–50 years and compare the performance of different machine learning models.
Methods: We included data from 52,512 participants of the National Health and Nutrition 
Examination Survey; of those, we analyzed only subjects aged 20–50 years (n = 19,133), with 
or without OA. The supervised machine learning model ‘Deep PredictMed’ based on logistic 
regression, deep neural network (DNN), and support vector machine was used for identifying 
demographic and personal characteristics that are associated with OA. Finally, we compared 
the performance of the different models. 
Results: Being a female (p < 0.001), older age (p < 0.001), a smoker (p < 0.001), higher body 
mass index (p < 0.001), high blood pressure (p < 0.001), race/ethnicity (lowest risk among 
Mexican Americans, p = 0.01), and physical and mental limitations (p < 0.001) were associated 
with having OA. Best predictive performance yielded a 75% area under the receiver operating 
characteristic curve.
Conclusion: Sex (female), age (older), smoking (yes), body mass index (higher), blood 
pressure (high), race/ethnicity, and physical and mental limitations are risk factors for having 
OA in adults aged 20–50 years. The best predictive performance was achieved using DNN 
algorithms.
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because they tend to be more active than older 
adults, and OA has a heavy impact on work, 
sport, and quality of life. Identifying risk factors 
of OA in early stages among younger adults may 
help prevent severe OA through medical treat-
ments, physiotherapy, joint viscosupplementa-
tion, or surgical procedures (e.g. valgus knee 
osteotomy, Bernese pelvic osteotomy).

Although there are several studies concerning risk 
factors for OA, only recently have machine learn-
ing methodologies begun to be used in OA 
research,3,4 especially with the population under 
50.1,2 Current guidelines are not well suited for 
diagnosing patients in the early stages of OA and 
do not identify patients for whom OA might pro-
gress rapidly. To improve current practices, a 
comprehensive patient-specific risk models need 
to be developed and tested. Approaches such as 
data mining and machine learning will aid in the 
development of such models.3

Since general OA is suspected by clinical exami-
nation and confirmed by diagnostic imaging 
(mostly X-ray), many studies focus on detecting 
OA using machine learning, specifically Neural 
Nets, for image learning. However, recent stud-
ies5 show that using statistical data based on 
demographic and personal characteristics without 
any medical images to predict the occurrence of 
diverse forms of OA can have a significant impact 
on preventive medical care (e.g. specific occupa-
tional or physical therapy) and on better choosing 
subjects who would need X-rays to avoid unnec-
essary irradiation.

Datasets in medicine are becoming larger; to ana-
lyze these vast amounts of data, researchers need 
to look beyond traditional statistical methods.6 A 
supervised machine learning model named 
‘PredictMed’7 has been developed and validated 
to predict health conditions in patients with devel-
opmental disorders.8–12 In the current study, we 
applied an upgraded version named ‘Deep 
PredictMed’ based on deep learning, logistic 
regression (LR), and support vector machine 
(SVM) for identifying risk factors of OA in sub-
jects aged 20–50 years from the National Health 
and Nutrition Examination Survey (NHANES–
USA national health survey). Therefore, the 
objectives of this study were to identify risk fac-
tors for OA in younger adults using machine 
learning and compare the performance of differ-
ent machine learning models.

Methods

Subjects, predictors, and subject selection

Subjects. Subjects were selected (Figure 1) from 
the NHANES cohort (https://www.cdc.gov/ 
nchs/nhanes/index.htm) which included 52,512 
Americans aged 20 years or older. The guide-
lines of the ‘Transparent Reporting of a  
Multivariable Prediction Model for Individual 
Prognosis or Diagnosis Statement’ (TRIPOD) 
were followed13.

Outcomes. Possible OA risk factors/associated 
conditions were analyzed among 31 variables 
from the NHANES data (Table 1). They were 
selected based on clinical experience and litera-
ture on OA risk factors.1–3,14 The NHANES 
includes data on age, gender, race/ethnicity, fam-
ily, poverty income ratio (PIR), education level, 
cigarette smoking, physical activity, and various 
medical conditions. Poverty status was defined 
by using the poverty income ratio (PIR), an index 
calculated by dividing family income by a poverty 
threshold specific to family size. PIR was esti-
mated using NHANES guidelines and adjust-
ment for family size, year, and state of residence. 
PIR was reported by three levels: ⩽1.3 (low), 
>1.3–3.5 (middle), and >3.5 (high).

Participants were asked about physical activity 
and were classified as being physically active if 
they reported walking, cycling, and performing 
moderate or vigorous work or leisure/home 
activity. Body mass index (BMI) was calculated 
as weight in kilograms divided by height in 
meters squared. Participants were considered to 
have a normal weight if they had a BMI <25 kg/
m2, to be overweight if they had a BMI between 
25 and 30 kg/m2, or obese if their BMI was 30 kg/
m2. Diabetes was defined by reported physician 
diagnosis, fasting plasma glucose >126 mg/dl, 
2-h oral glucose tolerance test >200 mg/dl, or 
glycohemoglobin >6.5%.12 Hypertension was 
defined by reported physician diagnosis or mean 
systolic blood pressure (of up to four measure-
ments on two separate occasions) >140 mmHg. 
Other comorbid conditions included reported 
diagnosis of myocardial infarction (MI) and 
stroke,14 and presence of physical and mental 
limitations caused by long-term physical, men-
tal, and emotional problems or illness. The 
Physical Functioning Questionnaire (PFQ) was 
filled in by trained interviewers, using the 
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Figure 1. The selection process for the study population (NHANES: National Health and Nutrition Examination 
Survey).

Table 1. List of dependent and independent variables selected from the National Health and Nutrition Examination Survey.

Presence of 
osteoarthritis

Sex Age Poverty income ratio

Race/ethnicity Diabetes Body mass index Hypertension if >140 mmHg

Smoking status History of stroke Physical and mental limitation Walked or bicycled over the past 
30 days

Require special 
healthcare equipment

Difficulty in stooping, 
kneeling

Difficulty walking up 10 steps Difficulty sitting for long periods

Difficulty walking for a 
quarter mile

Difficulty reaching up over 
head

Difficulty in performing leisure 
activity at home

Difficulty in performing house chore

Difficulty in lifting or 
carrying

Difficulty in standing for 
long periods

Difficulty in walking between 
rooms on same floor

Difficulty in dressing themselves

Difficulty in standing up 
from armless chair

Difficulty in using fork, 
knife, drinking from cup

Difficulty in grasping/holding 
small objects

Difficulty getting in and out of bed

Difficulty in preparing 
meals

Difficulty in attending 
social event

Difficulty in going out to movies, 
events

Difficulty in managing money

https://journals.sagepub.com/home/tab
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Computer-Assisted Personal Interview (CAPI) 
system.14

Subject selection. Selected 19,133 participants 
younger than 50 years were divided into catego-
ries with or without OA. As reported in a previous 
study14 on demographic and personal characteris-
tics from NHANES database, the dependent 
variable OA was ascertained based on the ques-
tion, ‘Has a doctor or other health professional 
ever told you that you have arthritis?’ and partici-
pants were classified as having OA if they reported 
‘Osteoarthritis’ to the question ‘Which type of 
arthritis?’

Data analysis. Feature reduction, removing fea-
tures with low variance,15 was performed and 
compared with feature generation by principal 
component analysis (PCA).16 LR,17 deep neural 
network (DNN),18 and SVM19–21 were used sepa-
rately for predicting OA.

DNN model development. The 19,133 partici-
pants’ dataset with 31 raw features was split into 
three groups: Training (76.5%), Test (15%), and 
Validation (8.5%). Figure 2 shows prediction 
algorithm flow diagram using a DNN model with 
scaled PCA data (with 31 raw features) split into 
training, testing, and validation sets; data prepro-
cessing with a scaler was used to convert categori-
cal variables into continuous variables, and PCA 
was employed to generate new features. The 
DNN model was trained with scaled PCA vari-
ables to generate a trained DNN model; model 
predictions were evaluated by comparison with 
the true data labeled by clinicians in the test set. 
We divided the training and test data to avoid 
overlapping of participant data.

Model performance was evaluated based on the 
number of true positives (TP), true negatives 
(TN), false positives (FP), and false negatives 
(FN). TP was the correctly predicted OA partici-
pants, and TN was the correctly predicted non-
OA participants. FP and FN were the incorrectly 

predicted OA and non-OA participants, respec-
tively. The two-classed dataset we used in this 
study was imbalanced because there were more 
subjects without (17,835) than with OA (1298). 
To deal with this, we used three metrics for proper 
evaluation:20 accuracy (Acc), sensitivity (Sn), and 
specificity (Sp). They were calculated using the 
following equations:

 

Sn = 
TP

TP+FN
, Sp = 

TN
TN+FP

,  

Acc = 
TP+TN

TP+FN+FP+TN

( ) ( )
( )

( ))  

In addition, we evaluated the area under the 
receiver operating characteristic (ROC) curve 
(AUC); it evaluates an algorithm performance 
using one single value.

Data preprocessing. PCA is a data processing 
methodology for extracting relevant information 
from datasets. By preprocessing data features, 
PCA obtains new features in a compact way: new 
features are the projection of original features 
onto few dimensions of the data space (the prin-
cipal components, retaining the maximum data 
variance), so finding structures that enable a bet-
ter fitting of classification algorithms.16

The dataset used in this study included categori-
cal/binary and continuous variables. To achieve a 
better classification performance of the DNN 
classifier, we converted all 31 binary or categori-
cal variables into 31 continuous variables using 
scikit-learn Scaler methods:3 StandardScaler, 
RobustScaler, and Quantile Scaler. We also tried 
not scaled PCA. Figures 3 and 4 show the first 
and second principal components of: (a) not 
scaled PCA and (b) PCA with Quantile 
Transformer Scaler.

We also studied the use of Feature Reduction (as 
an alternative method to PCA) by removing 

Figure 2. Prediction algorithm flow diagram.
DNN, deep neural network; PCA, principal component analysis.

https://journals.sagepub.com/home/tab
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features with low variance using the scikit-learn 
method feature_selection.VarianceThreshold. Out of 
31 variables, the following 7 showed higher vari-
ance than the threshold (set empirically at 0.8): 
sex, age, cigarette smoking, BMI and high blood 
pressure (HBP), race/ethnicity, and physical and 
mental limitation. Next, we used the reduced data-
set of 19,133 patients with the seven significant 
variables as input data to the DNN (scaled data).

DNN structure. A feed-forward neural network 
trained with standard backpropagation was used 
in several different configurations of learning 
models. For each model, hyperparameters were 

adjusted, including the number of hidden layers, 
the number of neurons in each layer, the activa-
tion function, the optimization method, the learn-
ing rate, the batch size, and regularization 
techniques. The DNN with the best predictive 
performance had four hidden layers with 50, 30, 
8, and 2 neurons in each layer, respectively. The 
last output layer, with two neurons, used a Sig-
moid activation function. The optimization loss 
function had accuracy metrics and sparse_categor-
ical_crossentropy loss function. Adam optimization 
was used.22 The DNN used the SeLU activation 
function23 in each layer and Regularization 
(0.001) in each layer.24

Figure 3. Two-dimensional plot of first and second principal components of not scaled principal component 
analysis.

Figure 4. Two-dimensional plot of first and second principal components of quantile scaled principal 
component analysis.
The first and second principal components in Figures 3 and 4 are the two main dimensions of variation of unscaled (Figure 3) 
and scaled (Figure 4) data, showing separation of two classes of people (0/1: with or without osteoarthritis).

https://journals.sagepub.com/home/tab
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We took into account the unbalanced nature of 
the dataset using the technique of ‘class weight-
ing’,25,26 hence giving different weights to both 
the majority and minority classes. Class weights 
were used to fix the issue of unbalanced classes 
in the dataset, making the minority classes  
more important. The technique was imple-
mented using dedicated Keras functions for 
deep learning.18

Epoch size and batch size of the training setting 
were set to 3000 and 256 sets, respectively. All 
models were implemented using Keras18 with 
TensorFlow and several python scikit-learn 
methods.27

We also evaluated other two methods to increase 
DNN performance: Dropout28 and Batch nor-
malization11 techniques. Batch normalization 
helps to reduce sensitivity to initial starting 
weights. Dropout is used to push the model to a 
better generalization, reducing overfitting. Both 
Dropout and Batch normalization did not lead to 
a significant improvement in DNN performance.

Comparison with LR and support vector classifiers.  
We compared the predictive performance of the 
DNN model with the Logistic Regression Classi-
fier (LRC) and Support Vector Classifier (SVC) 
models.

LRC: We performed LR to identify the presence 
of OA based on sex, age, cigarette smoking, BMI 
and HBP, race/ethnicity, and physical and mental 
limitations.

The LRC performs the regression on a training 
test and test set, and accuracy is calculated. Then 
this step is repeated on a new training test and test 
set obtained by reshuffling previous training and 
test set, and accuracy is re-calculated. The pro-
cess is repeated 20 times and the 20 accuracy val-
ues are finally averaged to obtain the final accuracy 
value. The same process is used to calculate final 
average sensitivity and specificity.

The following procedure was implemented:

Split the 19,133 participants into training 
(80%) and test (20%) sets and perform LR to 
predict the probability of each patient of the 
test set to have OA.
Classify each patient having a probability 
p > threshold to be OA-positive.

Calculate accuracy, sensitivity, and specificity 
of the prediction.
Randomly re-shuffle the training and test sets, 
re-perform regression, and re-calculate accu-
racy, sensitivity, and specificity.
After 20 re-shuffles, calculate average accu-
racy, sensitivity, and specificity.

The LR algorithm was based on General Linear 
Model from R-programming language.30

SVC: On the same dataset used for LRC (19,133 
patients, seven variables, plus OA as target varia-
ble), we split the 19,133 patients into training 
(80%) and test (20%) sets. We used an SV-Clat 
as our cassifier (scikit-learn – svm.SVC) with a 
set-up taking into account the unbalanced data-
set. After fine-tuning of the SVC hyperparameters 
(using scikit-learn SVM grid search method), we 
used a ‘poly’ kernel of degree seven with a cost 
C-value = 10,000 and a gamma_value = 0.0001. 
We randomly re-shuffled the training and test sets 
10 times, each time calculating accuracy, sensitiv-
ity, and specificity.

Results
The models identified female sex, older age, race/
ethnicity (Mexican American < Other 
Hispanic < Non-Hispanic White < Non-Hispanic 
Black < Other Race), being a smoker, having 
HBP and high BMI, and physical and mental 
limitations as factors significantly (p < 0.01) asso-
ciated with OA in adults aged 20–50 years. We 
found the variables associated with OA using the 
WALD z-test (Table 2).21 DNN outperformed 
LRC and SVC. DNN using both scaled data and 
PCA showed the best results in terms of accuracy, 
sensitivity, specificity, and ROC curve area, simi-
lar to previous studies on OA detection with deep 
learning.16 The DNN after hyper-parameter tun-
ing had 71% accuracy, 68% sensitivity, 71% 
specificity, and 75% ROC curve area (AUC). 
The ROC curve for the predictive performance of 
DNN with scaled PCA is shown in Figure 5, 
together with the Confusion Matrix showing the 
values of TP, TN, FP, and FN found by the 
DNN. This preprocessing showed a worse pre-
dictive performance when compared with the 
scaled PCA. Even using PCA after feature reduc-
tion did not show any improvement in compari-
son with simple scaled PCA preprocessing. The 
Dropout28 and Batch normalization30 techniques 
showed no significant impact on the DNN 
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performance. Training Loss and Validation Loss 
curves were compared, showing similar decreas-
ing trends (Figure 6), revealing a good fit of the 
DNN learning algorithm and showing no over- or 
underfitting.

Results obtained using different input features are 
shown in Table 3. We repeated the comparison 
among DNN, LR, and SVM algorithms using 
same PCA features for all of them (Table 4). The 
combination of DNN and PCA with quantile 
transformer scaler showed the best predictive per-
formance (Figure 3).

Discussion
Early signs of OA can be present in those aged 
between 15 and 49 years, up to two decades prior 
to formal diagnosis.1,2 Although there are several 
studies looking at risk factors for OA,1–4,31–35 only 
recently have machine learning methodologies 
begun to be used in OA research, and to the best 
of our knowledge, no studies are applying predic-
tive models in the population under 50 years old.

We applied ‘Deep PredictMed’ models based on 
deep learning, LR, and SVM for identifying  
risk factors of OA in subjects aged 20–50 years 
from a large US national survey. The DNN 
overall predictive performance was better than 
the LRC and SVC models. The sensitivity of the 
LRC was lower than the DNN (50% versus 
68%) since DNN deals better with unbalanced 
data.

In accordance with previous studies5,36,37 with 
older patients, the present research confirmed 
age, female sex, obesity, ethnicity, and smoking as 
risk factors of OA in patients aged 20–50 years. 
As reported in current literature, we also found 
that early OA was associated with increasing age 
and female sex.1–4,31,32 The increase in OA with 
age is a consequence of cumulative exposure to 
risk factors and biological changes such as oxida-
tive damage, thinning of cartilage, or muscle 
weakness.33

There are known racial/ethnic differences in radi-
ographic OA features. Our study confirms that 

Table 2. List of the logistic regression coefficients (independent variables) associated with osteoarthritis.

Independent 
variables

Logistic regression

Coefficient Odds ratio Standard error Z ratio Prob (>|z|) p-value

1. Intercept –7.65 0.01 0.23 –33.25 <2.2e–16 <0.001

Female gender 0.43 1.54 0.06 7.16 8.049e–13 <0.001

Age 0.08 1.09 0.01 21.31 <2.2e–16 <0.001

Race/ethnicity 0.06 1.06 0.02 2.56 0.01043 0.01

Poverty income ratio –0.01 1.00 0.01 –0.65 0.51325 .5

Body mass index 0.04 1.05 0.01 10.16 <2.2e–16 <0.001

Cigarette smoking 0.19 1.21 0.03 5.51 3.476e–08 <0.001

High blood pressure 0.24 1.28 0.05 4.71 2.461e–06 <0.001

Physical and mental 
limitation

–0.03 0.97 0.01 –3.97 6.914e–05 <0.001

Logistic regression: Female gender, being smoker, type of race/ethnicity (Mexican American < Other Hispanic < Non-
hispanic White < Non-hispanic Black < Other race), the increasing of age, body mass index, and high blood pressure 
(positive values), and decreasing of poverty income ratio and physical and mental limitation (negative values) are predictive 
factors of osteoarthritis (in the ‘Estimate’ column). As an example, this means that for every unit increase in the female 
gender, the log odds = ln(p/1−p) increases 1.54 times (where p = probability to develop osteoarthritis), while for every 
unit decrease in poverty income ratio, the log odds = ln(p/1−p) decreases 1.00 time. The ‘Pr(>|z|)’ column at the far right 
in the table indicates the significant strength of the respective parameter in terms of p-value as osteoarthritis predictor. 
This means that the significance of female gender, age, race/ethnicity, body mass index, cigarette smoking, high blood 
pressure, and physical and mental limitation in predicting osteoarthritis is very probable, with a p-value <0.05.

https://journals.sagepub.com/home/tab
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African Americans are more likely to develop 
OA.38–42 Moreover, we found that compared with 
other ethnical groups, Mexican Americans and 
other Hispanics are less likely than young non-
Hispanic Blacks and non-Hispanic Whites to 
have early OA. We also confirmed1–4,31,32 that 
HBP, cigarette smoking, and high BMI are asso-
ciated with early onset of OA in younger adults. 
This highlights the need for preventive measures 
concerning general health (smoking cessation, 

improved nutrition, and physical activity) for pre-
venting OA in younger adults. This also high-
lights the correlation between good physical 
condition and delay of the onset of OA. Another 
interesting finding was the correlation between 
early OA and physical and mental limitations, to 
be investigated more in depth in the future. 
However, from our results, we cannot exclude a 
reverse causal mechanism, that is, the physical 
and mental limitation should increase the risk of 
OA or vice versa.

Data mining and artificial neural networks can 
help the clinical decision-making process and pre-
cision medicine in the prediction of OA in people 
less than 50 years old. The proposed method 
identifies risk factors of having OA with indirect 
or limited data, such as the statistical data of 
medical utilization and health behavior informa-
tion. This can be advantageous for possible 
patients to prevent future medical costs, reduce 
the time for diagnosis, and avoid unnecessary 
testing. Of course, no method is a panacea, and 
analysis of large datasets can also generate seem-
ingly meaningful results which are in fact spuri-
ous artifacts. As datasets become ever larger and 
incorporate more complex variables, it becomes 

Figure 6. Training versus validation loss curves.

Table 3. Metrics comparison of LRC, DNN, and SVM 
algorithms (different input features).

Accuracy (%) Sensitivity (%) Specificity (%)

LRC 78 50 80

SVM 56 80 55

DNN 71 68 71

DNN, deep neural network; LRC, logistic regression 
classifier; SVM, support vector machine.

Table 4. Metrics comparison of LRC, DNN, and SVM 
algorithms (same PCA input features).

Accuracy (%) Sensitivity (%) Specificity (%)

LRC 67.6 69.3 67.4

SVM 62.3 68.9 61.8

DNN 71 68 71

DNN, deep neural network; LRC, logistic regression 
classifier; SVM, support vector machine.

Figure 5. Receiver operating characteristic curve and confusion matrix.
Confusion matrix: [1879 776]-[68 147]; true negative = 1879; true positive = 147; false 
negative = 68; false positive = 776.

https://journals.sagepub.com/home/tab
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increasingly important to link confirmatory analy-
sis with the scientific discovery process while 
incorporating study design and subject area 
expertise.4

PredcitMed algorithm can help identifying sub-
jects at risk and, therefore, anticipating X-ray and 
diagnosis of OA to propose conservative treat-
ments instead of joint replacement. These results 
from the machine learning methods allow for the 
prediction of the presence of OA with good accu-
racy. The first clinical applications should be as 
follows:43,44

In the case of osteo-articular pain and/or stiff-
ness, the general practitioner (GP) could be 
alerted if the subject presents one or more risk 
factors, in which case medical imaging could 
be quickly proposed to confirm OA, and if pre-
sent, specific treatment.
A score should be developed to help GPs, 
occupational physicians, and sports doctors 
better assess the risk of early OA to improve 
counseling and orientation of the type of work 
and sport activities.
Global health prevention measures concerning 
obesity, smoking, and hypertension are con-
firmed as important for early OA prevention, 
beyond their well-known role in cardiac and 
general health.
Early OA can be treated with non-surgical 
means such as viscosupplementation and 
medications (chondroitin sulfate, etc.);  
moreover, some localizations of early OA  
(e.g. knee and hip) are available for joint pres-
ervation through conservative surgical treat-
ments such as osteotomies, whereas late 
discovery usually results in joint resection and 
arthroplasty.34,35

Limitations and future directions
Despite similar studies on OA14,33 using NHANES 
database have been conducted, survey data have 
limitations. Self-reported data may lack objectiv-
ity. For instance, a subject could have assumed 
‘osteoarthritis’ even if the diagnosis is different; 
on the other hand, a subject could have real 
symptomatic OA and ignore it. Moreover, this 
analysis does not take into account the various 
localizations of OA but only its presence or 
absence, whereby we planned to investigate the 
type, the topography, and the progression of OA 
and knee OA on the Osteoarthritis Initiative 

database and on a prospective cohort in a future 
study.

Furthermore, only available variables were 
explored. Many participants were excluded from 
the dataset due to unavailable data. Most input 
features were of binary type. Even if scaled PCA 
were used to improve data separation (Figures 3 
and 4), new additional feature inputs would be 
required for optimization. In addition, we 
excluded subjects who were receiving treatment 
for OA. This issue may reduce the overall accu-
racy of the prediction model. Another limitation 
is that we cannot attribute cause–effect relation-
ships. From our study, it is unclear whether phys-
ical or mental disability is a risk factor or a 
consequence of OA. We plan to develop this 
study in the future.

After developing a prediction model, external val-
idation is strongly recommended to evaluate the 
performance of the model in other participant 
data.13,45 Such external validation requires that, 
for each individual in the new dataset, outcome 
predictions be made using the original model and 
be compared with the observed outcomes.45,46 We 
plan to validate the present model in a future 
study with the Osteoarthritis Initiative dataset. 
The next steps of our study will also include three 
main goals: improve the quality of the data, the 
predictive performance of the model, and the pre-
diction of knee OA progression. Regarding the 
quality of the data, we aspire to obtain increas-
ingly selected clinical features associated with OA 
to define more precisely the OA patient type and 
to avoid missing data.

The DNN predictive model could also be trained 
(and tested) on different datasets having different 
features; we can build these datasets based on our 
specific research goals. For example, we could 
use as dataset features age, BMI, and gender only 
(or other similar combinations of features) and 
we could use these data to train and test the 
model, verifying the predictive performance of 
the model itself.

To improve the predictive performance of the 
model, we plan to replace the DNN with an 
Ensemble of classifiers (like a stacking of Neural 
Nets or a combination of DNN with SVM and/or 
LR). In addition to this, we also plan to study 
how to implement our models (DNN, SVM, or 
Ensemble) to other datasets of patients with 

https://journals.sagepub.com/home/tab


TherapeuTic advances in 
Musculoskeletal disease Volume 14

10 journals.sagepub.com/home/tab

diabetes. Another possible development would be 
to test this model on a set of non-American sub-
jects and using the same training and test set splits 
for all the models.

Based on the DNN-PredictMed model presented 
in this study, in future we aim to develop a predic-
tive algorithm that, after a training phase, having 
as input the patient data like age, gender, pres-
ence of associated pathologies, weight, and so on 
will be able to provide as output the probability 
for that patient to develop OA in a given time-
frame (3–5 years) after patient data have been 
taken. We think that this kind of algorithm, if 
implemented in a user-friendly web application 
(or a similar tool), could be of great help in sup-
porting clinical decision based on a more accurate 
prediction of OA developments.

Conclusion
Gender (female), age (older), smoking (yes), 
BMI (higher), blood pressure (high), race/ethnic-
ity (Mexican American < Other Hispanic < Non-
Hispanic White < Non-Hispanic Black < Other 
Race), and physical and mental limitations are 
risk factors for OA in adults aged 20–50 years. 
The best predictive performance was achieved 
using DNN algorithms.
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