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Abstract

We study distribution dependent stochastic differential equations with irregular, pos-
sibly distributional drift, driven by an additive fractional Brownian motion of Hurst
parameter H € (0, 1). We establish strong well-posedness under a variety of assump-
tions on the drift; these include the choice

1

BG,w)=(f*uw)()+g(), f,8€BYs a>1 - 35

thus extending the results by Catellier and Gubinelli (Stochast Process Appl
126(8):2323-2366, 2016) to the distribution dependent case. The proofs rely on some
novel stability estimates for singular SDEs driven by fractional Brownian motion and
the use of Wasserstein distances.
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1 Introduction

In this work we consider a distribution dependent SDE (henceforth DDSDE) of the
form

t
X =& +/ By(Xs, L(Xy))ds + W, (1.1)
0

where B : Ry x R? x P(R?) — RY, & is an R%-valued random variable and W is
a R?-valued stochastic process independent of &. The drift B and the law of (£, W)
are prescribed, while the process X is the unknown and £(X;) denotes the law of its
marginal at time 7.

Usually in the literature W is sampled as a standard Brownian motion; in this case
the DDSDE is also called a McKean—Vlasov SDE, after the pioneering work [34]
where it was first introduced.

The importance of McKean—Vlasov equations is due to their connection to systems
of N particles subject to a mean field interaction of the form

. . t . [ J
X;VN — El _|_/(; BS(X_;’N,LN(X_EN))) ds + Wl, LN(XI(N)) = %ZéX;N
(12)

where (&7, W') are typically taken to be i.i.d. copies of (&, W) and LV (XfN)) stands
for the empirical measure of the system at time 7. One expects the DDSDE (1.1) to
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be the mean field limit of (1.2) in the sense that, as N goes to infinity, LY (X ,(N))
converges weakly to £(X;) with probability 1.

Another feature of DDSDEs in the Brownian noise case is their connection to
nonlinear Fokker—Planck PDEs (also called McKean—Vlasov equations) of the form

1
3zp+V-((Bz(-,p)p)=§Ap, oo = L&), (1.3)

which describe the evolution of the marginal p, = L£(X,); in particular, both (1.1)
and (1.3) provide a macroscopic, compact description of the system (1.2), allowing
one to reduce its complexity. For this reason, DDSDEs have found applications in
numerous fields, see the review [27] and the references therein; let us also mention
their connection to mean-field games [31].

Classical results concerning the well-posedness of the DDSDE (1.1) and the mean-
field limit property go back to Sznitman [44] and Girtner [20]; in the last years the
field has witnessed substantial contributions both from the analytic and probabilistic
communities. On the one hand, new methods based on entropy inequalities [6, 14,
28] and modulated energy methods [41, 42] have allowed for the rigorous derivation
of mean field limits for fairly singular B; while on the other, DDSDEs with irregular
drifts are related to the flourishing field of regularization by noise phenomena. The
latter topic was initiated by Zvonkin [49] and Veretennikov [48] in the case of standard
SDE:s, see [13] for a general overview; recently many authors have applied similar
techniques in the DDSDE case, see for instance [5, 10, 25, 35, 40].

Contrary to the previously mentioned works, here we will study DDSDEs in which
W is sampled as a fractional Brownian motion (fBm for short) of Hurst parameter
H € (0, 1). Our main reasons for doing so are the following:

1. It was shown in [11], revisiting the ideas of Tanaka [45], that for Lipschitz B the
mean-field limit of (1.2) to (1.1) holds for any choice of the process W, regardless
of it being Markov or a semimartingale. In particular the DDSDE has a physical
meaning and still provides a compact description of a much more complex system
of interacting particles.

2. Several regularization by noise results for standard SDE are available for W sam-
pled as an fBm (or similar fractional processes), see [1, 3, 9, 32, 37] for a short
selection.

In light of Point 2. above, it is natural to expect similar results to hold for DDSDEs
with singular (possibly even distributional in space) drifts and W sampled as an fBm;
by Point 1., they are relevant in the study of particle systems with singular interactions
(for instance with a discontinuity at the origin, as typical of Coulomb and Riesz-type
potentials).

Let us mention that there is a certain degree of arbitrariness in choosing W to be
sampled as an fBm, as one could consider other non-Markovian, non-martingale pro-
cesses. We believe our choice to be simple enough while at the same time representing
what one might expect for a larger class of processes (e.g. Gaussian processes sat-
isfying a local non-determinism condition). In this sense, this work also serves as a
comparison to the results from [19], where we explored in detail the DDSDE (1.1)

@ Springer



254 L. Galeati et al.

in the opposite regime where no assumption whatsoever is imposed on W, thus no
regularization can be observed.

Despite the above motivations, singular DDSDEs driven by fBm (or similar frac-
tional processes) so far have not received the same attention as their Brownian
counterparts; to the best of our knowledge, the only previous work treating these
kind of equations is [4]. After the first version of this manuscript came out, a different
approach based on relative entropy methods has been proposed in [21].

One possible reason for this is the substantial new difficulties presented by such
equations: fBm with parameter H # 1/2 is neither a Markov process, nor a semi-
martingale, so techniques based on Itd calculus are not applicable. This includes in
particular the connection to parabolic semigroups, the martingale problem formulation
and the use of Zvonkin transform (or Ito—Tanaka trick), all techniques used extensively
in the aforementioned works in the Brownian case. It also prevents the use of standard
arguments, which typically rely on establishing uniqueness of the law p, = L(X;)
through PDE analysis of (1.3) and then fixing the law in the DDSDE and treating it
as a standard SDE.

Treating DDSDESs driven by fBm thus requires a novel set of tools and ideas;
our strategy in this paper builds on the work of Catellier and Gubinelli [9], which
represented a major breakthrough in the study of standard SDEs driven by fBm of the
form

t
X, =£ —l—/ by (X5)ds + W;. (1.4)
0

Therein the authors develop a pathwise approach to the equation, based on nonlinear
Young integrals and Girsanov transform, that allows to give meaning to (1.4) and
establish its path-by-path uniqueness, for drifts b of poor regularity, possibly even
distributional. Their results and techniques have been revisited in subsequent works
[17, 18, 22, 23]; in general it suffices to require

Hgq (1.5)

cecdnchey witha > 1 - 54 if H>1/2

) {L‘;Bg‘om witha > 1 — ;4 + - if H <172
2H

see for instance Theorem 15 and Corollary 2 from [17]. Here B, ., denote Besov-
Holder spaces; see Sect. 1.1 below for the relevant definitions and notations in use
throughout the article.

For the sake of exposition, let us ignore for the moment the additional time regularity
required in (1.5) in the case H > 1/2, since it is mostly of a technical nature; then
condition (1.5) roughly amounts to the drift b enjoying a spatial regularity B, ., with
o > 1—1/(2H). Observe that for all H € (0, 1) this includes values o < 1/2, while
for H < 1/2 we are even allowed to take o« < 0, namely distributional b. To the best
of our knowledge, no work after [9] has improved on the allowed range of «.

With the above theory at hand, we can interpret the DDSDE (1.1) by rewriting it as

t
X, =s+/0 by(Xs)ds + Wy, bi(-) := B, (-, L(X,));
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namely, X solves the SDE with drift b, in the Catellier-Gubinelli sense, where b
depends in a nontrivial way on the law of X itself. This interpretation comes with a
natural fixed point formulation: given a process X, we can associate to it a “flow of
measures” u; = L(X;) and a drift bfL := B(-, ut), then solve the associated SDE,
which gives a new process ¥ = Z(X); thus X is a solution to (1.1) if and only if it is
a fixed point for 7.

Alternatively, one could start with the flow of measures . = {1}s¢[0,7] and set up
the fixed point procedure for this object, by defining 7 (u.); = L(X;) for X solution to
b*. These two interpretations are in fact equivalent: once . is completely determined,
the DDSDE reduces to a standard SDE with fixed drift b*, to which the previous results
can be applied; see Lemma 4.4 for more details. Throughout the article we will exploit
both interpretations whenever useful.

Given the above interpretation, we need two main ingredients to develop a solution
theory:

1. Firstly, B must have the properties that b satisfies (1.5) for any w. of interest and
that the solution-to-drift map X (+— p.) — b* is Lipschitz in suitable topology.

2. Secondly, we must develop stability estimates for the drift-to-solutionmap b +— Y,
in an appropriate topology that complements the stability of u — b*.

Once these points are established, the contractivity of the overall map X +— b* +—
Z(X) follows.

There are however major problems with the program outlined above; to describe
them without too many technicalities, let us consider here the most relevant case
B(n) = f * u + g for time homogeneous f, g € B, o, @ > 1 — 1/(2H). In this
case, the map p — b" is naturally Lipschitz in the total variation topology, in the
sense that

IBu"Y = B lpe o < ' = wlliry:

however due to the lack of an underlying parabolic PDE (1.3) (and the associated
maximum principle) in the fBm setting, it is not obvious how to control the drift-to-
solution map b — Y in this topology, i.e. how to bound ||£(Y,1) — /S(Ytz)llrv as a
function of [|b! — b2 pe .

One of the main intuitions of the current work, which allows us to overcome this
difficulty, is the understanding that although the regularity Bg, ., is needed in order to
solve the SDE (1.4), one may establish stability estimates in the weaker norm Bg‘ofgo.
Roughly speaking, given two solutions X', X to (1.4) associated to different initial
data and drifts (%‘i, b, for any p € [1, oo) we have

1/p 1
B swp 1} - x| SE[E - 210] 1t =Pl (0
tel0,T ,

see Theorem 3.13 and Corollary 3.17 for the rigorous statements. This property is

naturally analogous to standard ODE theory, where solvability requires b Lipschitz,
but stability estimates are in the supremum norm.
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In our setting, it implies that B only needs to enjoy some multiscale regularity of
the form

IBullsg o S 1. 1B = Bl gt Sdu',n?)

for another notion of distance d (!, 4%), possibly different from the total variation one.
The right choice for d turns out to be the family of p-Wasserstein distances d, (u', pud),
which complements the bound (1.6) thanks to the basic property d,, (L(X t] ), L(X 12)) <
E[|X}! — X?|P1'/P,

Overall, the newly found stability estimate (1.6) and the use of Wasserstein distance
allow us to fulfill Points 1.-2. outlined above and to solve the DDSDE (2.1) for a large
class of drifts B, see Theorems 2.4 and 2.5 for the precise statements; this includes
the case B(u) = f * u + g mentioned above.

For the sake of this preliminary discussion we have ignored the time regularity
requirement in (1.5), but it does indeed play a relevant role, making the proofs a bit
more technical and requiring us to treat the cases H > 1/2 and H < 1/2 slightly
differently; see Sect. 4 for more details.

Let us stress that, since we are not allowed to use the same tools as in the Brownian
setting, our results are not optimal for the choice H = 1/2, sharper ones being available
for instance in [25, 40]. Nevertheless, they still provide some new insights, with the
stability estimate (1.6) being new in this setting as well. This also partially answers
the ongoing debate from [25, 26, 40] on whether the drift B should be taken Lipschitz
continuous in the measure argument p w.r.t. the total variation distance, the Wasserstein
one or a weighted mix of the two: the use of Wasserstein distance allows the drift to be
Lipschitz continuous in the different regularity scale Bg‘of;o, which is strictly negative
in the regime « € (0, 1), which is admissible in (1.5) for H = 1/2.

A major open problem coming from this work is the mean-field convergence (and
associated propagation of chaos property) of the particle system (1.2) to (1.1), for
the class of singular drifts for which we establish well-posedness of the DDSDE in
Theorem 2.4. Our techniques are currently not enough to give a full answer; recently,
several authors have investigated the Brownian setting using alternative tools based on
Girsanov theorem and Large Deviations, see [24, 29, 30, 46]. Contrary to Itd calculus,
these tools are available for fBm as well, thus we hope they may be of help in future
investigations.

Another interesting question posed by the current work is whether our results can be
further improved, in the sense of allowing values of « < 1 — 1/(2H), at least in some
special cases. Theorems 2.6 and 2.7 suggest an affirmative answer for convolutional
drifts B(u) = bxpu, see also the discussion at the beginning of Sect. 5; this is in analogy
with the Brownian case, where standard SDE theory requires roughly b € L%°, but
the nonlinear PDE (1.3) can be solved for roughly b € W, Leo,

We conclude this introduction with the structure of the paper. In Sect. 1.1 we
introduce all relevant notations adopted in the paper and recall some well-known
facts. Section 2 contains all our main results and Sect. 2.1 relevant examples of drifts
B satisfying them. We present in detail the Catellier—Gubinelli theory of SDEs driven
by fBm in Sect. 3, where we prove our main stability results (Theorem 3.13 and
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Corollary 3.17 from Sect. 3.3) as well as some new auxiliary results on the regularity
of the law of solutions (Sect. 3.4). Sections 4 and 5 contain the proofs of our main
results, respectively Theorems 2.4, 2.5, 2.6 and 2.7. Finally, we have included in
Appendix A a collection of useful analytic lemmas used throughout the paper.

1.1 Notations, conventions and well-known facts

Throughout the article we will always work on a finite time interval [0, T'], although
arbitrarily large; we will never deal with estimates on the infinite interval [0, +00).
We write a < b whenever there exists a constant C > 0 such that a < Cb. To stress
the dependence C = C(}) on a particular parameter A, we will write a <, b. For
p € [1, 0] and where it will not cause confusion, we write p’ to denote the dual
exponent to p, thatis 1/p + 1/p’ = 1, with the interpretation p = 1 <= p’ = oc.

Throughout the article, whenever not mentioned explicitly, we will consider an
underlying probability space (2, F, P); any o-algebra appearing is assumed to be
P-complete. If €2 has a topological structure, then B(£2) denotes its Borel o-algebra
(again up to P-completion).

We denote by Ep, or simply [E, expectation w.r.t. P; Given a Banach space E and
p € [1, oo], we will frequently consider E-valued random variables X in the space
LgE = LP(Q, F,P; E), with norm ||X||L£)2 = E[||X||§]1/” (essential supremum if
p = 00).

We denote by Lp(X), or simply £(X), the law of X on E, namely the pushforward
measure P o X~! = X#P; more generally, we adopt the notation F#u for the push-
forward of a measure p under a measurable map F. Given a measure u € P(Cr),we
mention in particular the pushforward u; := e;fu where e;(h) = h; denotes the
evaluation map, ¢; : Ct — R4,

1.1.1 Function spaces on [0, T]
Given a metric space (M, dyr), we denote by CtM = C([0, T]; M) the space of all

continuous functions f : [0, T] — M; for y € (0, 1), we set C%M =CY(0,T]; M)
to be the subset of y-Holder continuous functions, namely

d )
[[f]]y,M — sup M(ft fs) <
s#telo,r] 1t —s|¥

If (E, || - I|g) is a Banach space, then C7 E and C;E are Banach spaces with norms

I fllere = sup. Ifilles Wfllere =1flere + 1]y e

1€[0,T]
In the case E = R” for some n € N, whenever it doesn’t create confusion we will
simply use Cr, C; and || fl, in place of CrR4, C;Rd, ||f||c;; moreover for any

[s,t] C [0, T] we set
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[.f]]y,[a,b] = sup |ft - fY'

s#t€la,b] |t - s|V

Given a Banach space E and g € [1, oo], we denote by L?E = L9(0,T; E) the
Bochner-Lebesgue space of strongly measurable f : [0, T] — E such that

r i
e = ([ 1)’ <oc

with usual modification for ¢ = oco; as before we write L% for L%R”.

1.1.2 Function spaces on RY

Givend, m € N, we denote by C(R?; R™) the space of continuous, bounded functions
f : R4 — R™ endowed with the supremum norm || f llcos whenever it doesn’t
create confusion we will simply write C¥. C® = C®(RY; R™), C" = C"(R?; R™)
denote respectively compactly supported smooth functions and n-times differentiable
functions with continuous, bounded derivatives up to order n; S = S(R4; R™) denote
Schwartz functions, S’ their dual. Given f, we denote by Df its Jacobian, i.e. the
collection of first order derivatives (9; f;);, j, possibly interpreted in the distributional
sense. For ¢ € (0,1), C¢ = C* (R4; R™) stand for the Banach space of Holder
continuous functions, with norm

I fllce == I flco + [fDce. [flce == sup If&) = Ol

x#yeRd lx — yl*

The definition of C¢ extends canonically to « € (1, 4-00) by imposing that f € C¢
if f e Cx L) and its derivatives of order Locj belong to Cy o-la) , where |« | denotes the
integer part of «. We denote by Cj! . = C} . (R9; R") the vector space of all continuous
f:RY - R™suchthatpf € C)‘;‘ for all ¢ € C2°; we say that f" — fin C}; . if
of" = ofinC¢ forall p € C2°.

Given @ € R and p € [1, oo], we denote by B“ pp = B"‘ (Rd R™) the associated

(inhomogeneous) Besov space, given by distributions f € S/ such that

»

291 || A , e[l,

1 /llsg, = ( =1 271 f”“) soo Jor pelleo
sup,>_1 2*"[[Ap fllLe < 00 for p=o0

where A, denote the Littlewood-Paley blocks associated to a partition of the unity.
We refer to the monograph [2] for details on Besov spaces; throughout the paper we
will frequently employ their properties, like Besov embeddings, Bernstein estimates
for A, f or the regularity of f x g for f, g in different Besov spaces. Let us also
mention that, although the Littlewood—Paley definition will be the most relevant for
our purposes, Besov spaces admit alternative equivalent characterizations based on
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either interpolation or Gagliardo—Nirenberg type integral seminorms, see for instance
[33]. For @ € Ry \ N, the spaces Cy’ and BS, , coincide; however for clarity we will
continue to write Cy’ for @ > 0 and B, , otherwise.

The notations from this section and the previous one can be combined to define
C;C)‘z‘, L‘% Bg, o CtC.; similarly, we define C; Cf;c to be the vector space of all f :
[0, T]xR? — R™ suchthatg f € C;Cff forall ¢ € C2°, with convergence f* — f
inCyCf  if o f" — ¢ f in CY.C%. Given a function f of time and space, Df always
denotes its Jacobian in the space variable only.

1.1.3 Probability measures and Wasserstein distance

Given a separable Banach space E, we denote by P(E) the set of probability measures
over E; we write u"— u for weak convergence of measures, in the sense of testing
against continuous bounded functions.

Given u, v € P(E), IT(u, v) stands for the set of all possible couplings of (i, v),
i.e. the subset of P(E x E) with first and second marginals given respectively by u
and v. For any p € [1, o), we define

mell(i,v)

1/p
dp(p,v) := inf </ llx — yllgm(dx,dy)>
ExXE

which is a well defined quantity (possibly taking value +00). By [47, Theorem 4.1],
an optimal coupling m € IT(u, v) realizing the above infimum always exists.

Similarly we define P, (E) to be set of p-integrable probability measures; that is,
w € Pp(E)if u € P(E) and

1/p
Iwu=<ﬁwﬁmm0 .

It is well known that dj, (i, v) < oo for u,v € P,(E) and that (P,(E),d)p) is a
complete metric space, usually referred to as the p-Wasserstein space on E; let us
stress however that our definition of d,(u, v) holds for all , v € P(E). We recall
that, given a sequence {u"}, C Pp(E), dp(u", u) — 0 is equivalent to p"—pu
weakly and || ||, — [Illp, see [47, Theorem 6.9].

Given 1 € P(RY), with a slight abuse of notation we will write u € L7(R?) (or
simply L%) for ¢ € [1, oo] to indicate that ;4 admits a density x(dx) = p(x) dx with
respect to the d-dim. Lebesgue measure, such that p € LY.

1.1.4 Fractional Brownian motion
A real valued continuous process {W;, ¢t € [0, T']} is a fractional Brownian motion

(fBm) with Hurst parameter H € (0, 1) if it is a centered Gaussian process with
covariance function

1
MWWJ=§M”+MM—u—w%;
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an R?-valued process W is a d-dimensional fBm if its components are independent
1-dimensional fBms. All the results we are going to recall here are classical and can
be found in [36, 39].

For H = 1/2, fBm corresponds to classical Brownian motion (Bm), but for H #
1/2 itis not a semimartingale nor a Markov process; its trajectories are P-a.s. in C f —
for any ¢ > 0.

Given an fBm W of parameter H on a probability space (2, F, IP), it’s always possi-
ble to construct a standard Bm B on it such that the following canonical representation
holds:

t
W, = / Ky (t,s)dB;
0

where Ky is a Volterra-type kernel and B and W generate the same filtration. Given
a filtration {F;};¢[0,7], we say that W is an F;-fBm if the associated B is an F;-Bm
in the classical sense.

Closely related to the canonical representation are a version of Girsanov theorem
for fBm (see e.g. [37, Theorem 2]) and the strong local non-determinism (LND) of
fBm: for any H € (0, 1) there exists cy > 0 such that

Var[W,|F1 = cplt —s* 1y ¥t > 5.

The LND property plays a key role in establishing the regularising features of W, cf.
[16, 23].

2 Main results

Let us recall that the focus here is an abstract DDSDE of the form
t
X =§ +/ By(Xs, ug)ds + Wy, = L(X;) Vtel0,T] 2.1
0

where L(§) = o, & independent of W and W is sampled as a fBm of parameter
H € (0,1).

We want to identify general conditions for measurable drifts B : [0, T]x P, (RY) —
B%, o0» @ € R, such that we can develop a solution theory for (2.1). As explained in
the introduction, our strategy consists in setting up a fixed point for u > bt :=
Bi () = X = iy := L(Xy).

To this end, the assumptions on B should enforce two facts: for any flow of mea-
sures u € CrP), the associated drift bl := B,(u) is regular enough to solve (1.4),
namely b* must satisfy condition (1.5); the map u +— b* should be stable in suitable
topologies. Last but not least, the eligible B should include cases of particular interest
(most notably B(u) = b x ), see Sect. 2.1 below.

Corresponding to the above requirements, for H > 1/2 we define the following
space:
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Definition 2.1 For «, 8 € (0, 1) and p € [1, 00), let H’Z’a denote the class of contin-
uous functions B : [0, T] x RY x P,(RY) — R satisfying the following condition:
there exists C > 0 such that

i. Forall (,x, ) € [0, T] x R? x P,(RY), |B,(x, n)| < C.
ii. Forall(s,) € [0, TT?, (x,y) € (R))? and (i, v) € Pp(R?) x P, (R?), we have

1B (x, n) — Bs(y, )| < C(It = 5| + |x — y|* + dpp (1, 1)%).
ii. Forallz € [0, T]and i, v € P,(R?)
1By ) = Bi (s V)l gt < Cddp (e, v).

Whenever it does not create confusion, we will simply denote by || B|| the optimal
constant C.

Corresponding to the above requirements, for H < 1/2 we define the following
space:

Definition 2.2 For @ € R, p € [1,00) and ¢ € [1, 00], let G'“ denote the class
of measurable functions B : [0, T] x PP(R") — BS, o satisfying the following

condition: there exists i € L‘% such that

i. Forall (¢, n) € [0, T] x Pp(Rd), we have || B; (1) pe, . < hy.

ii. Forall (1, 1, v) € [0, ] x Pp(RY) x P, (RY), we have || B, (12) — By (v)]| ga-1 <
hedy (i, v).

Whenever it does not create confusion, we will simply denote by || B| the optimal
constant ||h||Lc;.

Ne3

C

ARSI

Remark 2.3 1t is readily checked that fora < @, p > p and ¢ < g we have G
G2, Similarly, fora < &, < f and p > p it holds ng’& C Hﬁ’a.

Roughly speaking, we say that X is a solution to the DDSDE (2.1) if, setting
bf := B;(L(X;)), then X is a solution to the standard SDE (1.4) associated to b*,
being interpreted in the Catellier—Gubinelli sense whenever b* is singular; the pathwise
theory for singular SDEs will be recalled in detail in Sect. 3. All the concepts of strong
existence, pathwise uniqueness and uniqueness in law for DDSDEs then follow from
the standard ones, see Definition 4.2 from Sect. 4.2.

Our first main result is the well-posedness of DDSDE (2.1) under suitable conditions
on B; it can be seen as an extension of [17, Theorem 15] to the distribution dependent
case. The proof of the following theorem is given in Sects. 4.1 and 4.2.

Theorem 2.4 Let H > 1/2 and let B € H,I,i’aforparameters

1
a>1—ﬁ>0, p €[l,00). 2.2)
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Then for any wo € P (RY), strong existence, pathwise uniqueness and uniqueness in
law hold for the DDSDE (2.1).
Similarly, let H < 1/2 and let B € QZ’aforparameters

1 1
a>1+H_q_ﬁ’ O[ER, q€(2,00], pE[l,OO) (23)

Then for any no € P (RY), strong existence, pathwise uniqueness and uniqueness in
law hold for the DDSDE (2.1).

Given a DDSDE (2.1), we will consider either (&, B) or (1o, B) to be the data of the
problem, where we recall that £(§) = ug. As already mentioned in the introduction,
the solution X is entirely determined by the associated flow of measures u € C7Pp
given by u; = L(X;): once this is known, the drift b" = B,(u,) is determined as well
and so we can reconstruct the strong solution X (or construct another copy of it on any
probability space of interest). For this reason, it is quite useful to regard u € C7'Pp
to be itself a solution to the DDSDE; the exact equivalence between p and X will be
discussed rigorously in Lemma 4.4 from Sect. 4.2.

The next theorem provides stability estimates for the data-to-solution map
(o, B) — u (respectively (¢, B) — X), showing that it is locally Lipschitz. The
next theorem is proved in Sect. 4.3.

Theorem 2.5 Let jug, vo € P, for some p € [1, 00). Then the following holds:

i. For H > 1/2, let B', B2, be drifts in H;I’a with parameters satisfying (2.2)
and let M > 0 be a constant such that |B'|| < M. Then there exists a constant
C=C(a,H, T, M, p) such that, for any ,uf) ePp (Rd), the associated solutions
w' e Cr'P, satisfy

sup dp(ul, u?) < C(dp(u, 1d) + 1B — B? ), (2.4)
t€[0,T]
where
IB' = B’lloo := sup Bt 1) = B2(t. i)l o -

(t,1)€l0,TIx P,

If X', X? are two associated solutions, in the sense of stochastic processes, defined
on the same probability space, then there exists y > 1/2 such that

1/p
E[IX' = X210 0] = COE" =62 + 1B = Bllx). 25

ii. For H < 1/2, let B, B2, be drifts in qu,’a with parameters satisfying (2.3) and

let M > 0 be a constant such that || BY|| < M. Then there exists a constant C =
C(a, H,T, M, p, q) such that, for any uy € Pp (R, the associated solutions
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e Cr'Pp satisfy

sup dp(u} . 1) < C(dp(ph. 13) + 1B — B?llg.00)- (2.6)
te[0,T]

where

T 1/q
IB' = B?llg,00 := (/ sup |B'(t, w) — B>, I, dr) :
0 eP Boo.oo

nelFp

If X', X2 are two associated solutions, in the sense of stochastic processes, defined
on the same probability space, then there exists y > 1/2 such that

I/p
E[IX' = X210 0] = CAE" =620 + 1B = Bllyec).  2T)

As the settings of Theorems 2.4 and 2.5 are very general, they do not allow one to
exploit any specific structure of the DDSDE in consideration to obtain sharper results.
A prototypical example of such structure, which arises in many practical applications,
is given by convolutional drifts B; (x, ) := (b; % ) (x). The associated DDSDE takes
the form

t
X, =& +/ (bs * L(Xs))(Xs)ds + W, Vit e[0,T]. (2.8)
0

As before we allow the drift b to be distributional, at least of the form b € L B,
for some @ € R, p € [1, oo]; at this stage pointwise evaluation of by x L(X ) is not
meaningful, instead we again interpret the equation in the Catellier—Gubinelli sense.

The heuristic idea behind the next results is that we can use the convolutional
structure in a recursive way: assuming we are given a solution X with sufficiently
regular law £(X.), this in turn leads to an improved regularity for the effective drift b. x
L(X.), compared to the original b. The argument can be made rigorous by establishing
a priori estimates and working with smooth approximations; as a result, we are able to
establish well-posedness for (2.8) in situations where the general Theorem 2.4 does
not apply.

In both results we are going to present, we will need some additional regularity
for the initial data (g, in the form of an integrability assumption. This is because,
as explained in the introduction, the lack of an underlying parabolic PDE prevents
us from proving a smoothing effect at strictly positive times analogous to that of
parabolic equations; rather, in order to develop a priori estimates, we will show that
such integrability is propagated by the dynamics.

The next result shows existence and uniqueness of solutions to (2.8) in a suitable
class, under an additional condition on divb, which is by now quite standard since the
pioneering work [12]. The proof of the next theorem is given in Sect. 5.1.

Theorem 2.6 Let H € (0,1), g € (2,00], p € [1,00], p’ its conjugate exponent.
Assume that divb € L} L% and either:
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i. if H> 1/2, thenb € C%HL)’C7 ﬂC%B;"pforsomea >1- ﬁ
ii. if H<1/2, thenb € LYBY , with1 >a > 1 — 35 + 5.

Then for any o € LY there exists a strong solution to (2.8), which satisfies

sup LX)l < 00 (2.9)
1€[0,T} x

moreover uniqueness holds, both pathwise and in law, in the class of solutions satis-
fying (2.9).

Our second result in the convolutional case is established under L% L% -type assump-
tions on b; here instead of relying on a bound for divb, we exploit Girsanov-based
arguments to establish integrability of £(X,). This technique however only works in
the regime H < 1/2. Section 5.2 contains the proof of the following result.

Theorem 2.7 Letd > 2, H < 1/2, (r, p,q) € [1, 00)? x (2, o] be such that

d 1 Hd 1

r>— -4 — < —. (2.10)

d—1 ¢ p 2

Then for any b € LqTLf and [y € LY, there exists a strong solution to (2.1), which
satisfies

sup [[IL(X)lr <00 VI <r; (2.11)
tel0,T] *

moreover uniqueness holds, both pathwise and in law, in the class of solutions satis-
Sing (2.11).

Remark 2.8 Condition (2.10) can be generalized in a way that allows values r <
d/(d — 1) and that applies for d = 1, see Theorem 5.9 in Sect. 5.2 for more details.
We warn the reader not to interpret Theorems 2.6 and 2.7 as full pathwise uniqueness
(resp. uniqueness in law) statements: in general they do not exclude the existence of
irregular solutions X which do not satisfy condition (2.9) (resp. (2.11)). However, as
the proofs show, any solution constructed as the limit of smooth drifts 5" — b does
satisfy (2.9) (resp. (2.11)), thus it is the only physical solution to the DDSDE (2.1).

2.1 Examples

To illustrate the variety of situations to which Theorems 2.4 and 2.5 apply, we provide
here several examples of functions contained in G4'* and H5™*.

Example 2.9 Leta € R,andforany y € R b : [0, T] xR — Bgo,oo be ameasurable

map, b; (-, y) := b;(y)(-), and suppose there exists h € LqT for some g € [1, oo] such
that

160 Co VI BY o < hey N1D:Coy) — e, y/)”Bgo_,olo
<hily—y| Vtel0,T], (y,y) e R,
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Define now another measurable map B : [0, T] x P(RY) — BS, 00 bY
Bi(-, 1) := /Rd bi(,y) (dy), V(2. 1) € [0, T] x Pp(RY)

where the integral is meaningful in the Bochner sense; then B € G5 for any p €
[1, 00).
Indeed, by the hypothesis on b, it is readily checked that

1B (-, il = /Rd 15 (-, )llo e(dy) < hy V1 €[0,T], € PRY);
given i, v € PRY), let m € P(R*?) be an optimal coupling for d; (i, v), then

IB: (-, 1) = Bi )l gt < /R By = by et midy. dy)

< hzf ly —¥'Im(dy, dy")
R2d

which implies that

”Bl('v ,bL) - Bl(" v)”BgJéO S hl dl (Mv V) S h[ dp(Mv V) Vp € [1’ OO)
Example 2.10 Given o, 8 € (0, 1), assume that b : [0, T] x R? x R? — R satisfies

b (x, VI < €, Iby(x, y) = bs(x', y)| < Clt = 5| + Jx —x/|* + |y = y'%)

for some C > 0, uniformly over s, ¢, x, x’, y, y'; we can identify b with the map
b:[0,T]xRY — CY = B, o givenby (7, y) — b (-, y). Assume additionally that
for the same constant C it holds

16 (. ) = be (. YD)l ga-t, < Cly =]

and define B : [0, T] x R? x P(Rd) — R4 by
Bi(x, u) == / by (x, y) n(dy).
R4

Then B € Hﬁ’“ for any p € [1, 00). The verification of Conditions i. and iii. of Defi-
nition 2.1 is identical to that of Example 2.9, so we only need to focus on Condition ii.
for p = 1.
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Given i, v € P(RY), let m be an optimal coupling for d; (i, v), then

o = Bl = | [ nioan = [ baova)
R4 R4
< [ ) = by ) @y, )
R2d

< C(It — 5|+ |x — x| +/ ly = ¥'[* m(dy, dy’))
R2d
< C(It =51 + x = x|* + di(w, v)*)
where in the last step we used Jensen’s inequality and the optimality of m.

Example 2.11 Consider now B; (-, i) := b; * ju, where b € L‘;ng,oo forsome o € R;
then B € g;’,"" forany p € [1, 00).

Indeed, the verification of Condition i. from Definition 2.2 is the same as in Exam-
ple 2.9, where now we can take h. = ||b.||ge. _ € L?. Moreover by Lemma A.7 in

00,00

Appendix A, for any i, v € P(R?) and any p € [1, oo) it holds
|B: (-, ) — B (-, ")”nggo = |lbr * (1 — U)”B‘o’ofolo S I6:11BY, -, dp (e, v).

Similarly, given @, 8 € (0, 1), let b € C¥¥CYN CrC% and set B, (-, j1) = by * 1;

then B € H’Z’a for any p € [1, 00).

The verification of Conditions i. and ii. from Definition 2.1 follows from Exam-
ple 2.10, as we can simply set 15, (x, y) := by (x — y) and apply the calculations therein
to b. Condition i. instead follows as above from an application of Lemma A.7.

Finally, let us point out that all the computations carry over to the case B, (-, u) =

bl s+ b2 for b € LB  (resp. b € C2PCOn CrCo).

T = 00,00
Example2.12 Let b : [0, T] x RY — B% _, be as in Example 2.9 and ¢ : RY — R?
be a globally Lipschitz with constant [¢];p; define B : [0, T'] x P; (R?y — B%, &
by
BiCo1t) = by (), where (1) = [ 900 ()

Then B € g;f,"" for any p € [1, o0). Similarly, given b as in Example 2.10, with B

defined as above, it is easy to verify that B € HZ’B for any p € [1, 00).
As a prototypical example, one may consider b € B, , and define

Bi(-, ) = B(-, ) :=b(- — {x, u)) where (x, u) := /qu(dX)

in which case, similarly to before, it holds B € gg’“ for any ¢ € [1, oo] (resp.
B e Hh® forany B € (0, 1)) and p € [1, 00).
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We highlight that this class of examples are quite important since B is only defined
on P;(R%) and not on the whole P(R¢), thus making the use of other notions of
distance between measures (e.g. total variation norm) more difficult to handle. It can
be further generalized to the case ¢ : RY — R™ for another m € N (namely, B
is determined by m statistics associated to w) or to dependence on p-moments like
B (-, ) = by (-, Il p) for e PP(R"); for p > 1 we can also allow ¢ to grow more
than linearly at infinity.

3 SDEs driven by fBm

In this section we revisit the theory of singular SDEs driven by fBm, in order to derive
useful estimates to apply later to the DDSDE setting. Sections 3.1 and 3.2 serve as
a recap of key facts, respectively the pathwise meaning of singular SDEs and the
regularising properties of fractional Brownian motion. Sections 3.3 and 3.4 instead
provide novel results, Theorem 3.13 being the most important for our purposes.

Although the material of Sects. 3.1-3.2 is strongly based on the works previous
[9, 15, 17, 23], we felt obliged to provide the proofs of several key results for tech-
nical but rather important reasons. On the one hand, the aforementioned works are
focused entirely on a pathwise setting, never establishing clear probabilistic concepts
of solutions (cf. Definitions 3.4-3.5 below); on the other hand, previously singular
drifts b € L% Bg‘o,oo were treated in [9] only in the autonomous case, while in [17]
when they are compactly supported in space. As neither option fits our setting nicely
(consider drifts of the form b = b 1u:) we extend the results therein to suit our analysis
of DDSDE:s.

3.1 Pathwise SDEs as nonlinear Young equations

Consider a standard SDE of the form

t
X, =X0+/ b(s, Xs)ds + W,, Vtel0,T], 3.1)
0

where b € L1, BS, o Witha € Rand W is an R¥-valued fractional Brownian motion.

Whena > 0, the SDE has a classical meaning; it can be solved pathwise by standard
ODE theory if b is regular enough, e.g. « > 1. We will say that b is a distributional drift
(sometimes distributional field) if instead @ < 0, in which case pointwise evaluation
is not allowed, and we cannot give meaning to the integral appearing in (3.2) in the
classical Lebesgue sense.

To deal with distributional drifts, we will employ the nonlinear Young integral
framework, first developed in [9]; to present it, we first need the concept of averaged
field.

Let us give an heuristic motivation before going into technical details. In the regular
regime « > 0, if X is a solution to (3.1), by the change of variables 0; := X; — W;
we find that 6 solves
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t
6, =60 + / b(s, 05 + Ws)ds. 3.2)
0

Closely related to the above integral is the averaging of the field b along the curve W,
namely the space-time function

t

Vb, x) :=f b(s, x + Wy)ds (3.3)
0

which we call an averaged field; we will write T, b(x) := TV b(t,x) — TV b(s, x).

Aslong as b is at least measurable and bounded, both integrals appearing in (3.2) and
(3.3) are well defined. However, for distributional b, while equation (3.2) breaks down,
the averaged field TWbis still meaningful in the distributional sense, see [17, Section
3.1]; moreover, depending on the properties of W, 7" b might even be continuous or
(higher order) differentiable in the spatial variable.

The fundamental intuition of [9] is that the regularity of 7" b can be used to give
meaning to (3.2), thus also to (3.1), by reformulating the SDE as a nonlinear Young
equation.

As the next statement shows, given any space-time function A : [0, T]x R? — R?
and path 6 : [0, T] — R? of suitable regularity, it’s possible to give meaning to
fot 0: A(s, 05) ds also when 0; A is not well defined anymore.

Proposition 3.1 Lety > 1/2 and consider a function A € C¥ Clloc andapathf e C;.
Then for any interval [s, t] C [0, T'] and any sequence of partitions D,, of [s, t] with
mesh converging to zero, the following limit exists and is independent of the chosen
sequence:

t
/s A(ds, 05) = nlggo[ D Auw@).

u,vleD,

We will refer to it as a nonlinear Young integral. Furthermore:

i. The integral is additive: f; A(du,0,) = [ Adu,6,) + frt A(du, 0,) for any
r e [s,t]
ii. If 0; A exists and is continuous, then fé A(du, 6,) = fot 0, A(u, 6y,) du.
iii. The map from C%C}OC X C; to C; given by (A, 0) — fo A(du, 6,) is linearin A
and continuous in both variables. Namely, if A" — A in C ; C 110 . and 0" — 0 in
C}, then [y A™(ds,0") — [, A(ds, 6y) in C7.

Proof The statement is a particular subcase of [15, Theorem 2.7]. O

We provided the statement only for A € C ; C llo . as this setting is sufficient for our
purposes, but let us mention that the theory is more general and allows to consider
A e C; Cl..0¢€ C; for y 4+ vp > 1. With the above result at hand, we can now

define nonlinear Young equations.
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Definition 3.2 Let A € CJ.C} with y > 1/2, 6y € R?; we say that 6 is a solution to

loc
the nonlinear Young equation associated to (6p, A) if 6 € C% and

t
6; = 6o —l—/ A(ds,0s) Ytel0,T]. (34)
0

For later use, we provide the following technical lemma; loosely speaking it shows
that solutions to nonlinear Young equations have a closure property.

Lemma3.3 Lety > 1/2, A € C;Clloc and {A"},en be a sequence converging to A
in C ; C llo .+ suppose that for each n there exists a solution 0" associated to (6y, A")
and that 0" — 0 in C ; Then 6 solves the nonlinear Young equation associated to

(6o, A).

Proof This is a direct consequence of Point iii. of Proposition 3.1. By assumption
t
6" =6 +/ A'(ds,0]) Vte[0,T],neN
0

and we can pass to the limit on both sides thanks to the continuity of (6, A) >
Jo A(ds, 65). O

We are now ready to explain what it means for X to be a solution to (3.1) when b is
distributional but 7% b is regular enough: roughly speaking, we impose the condition
X = 0 + W, where 6 solves the nonlinear YDE associated to A = TV b, which is the
natural extension of (3.2). Although so far we have always dealt with a stochastic pro-
cess W, this is a pathwise notion of solution, in the sense that for any fixed realization
of W(w) such that T"@p e CY.C} we have an analytically well-defined equation
of the form (3.4). This is encoded in the next definition, inspired by [18, Section 4.3],
which contains a more in-depth discussion of various related concepts.

Definition 3.4 Let (2, F, P) be a probability space, (§, W) an R? x Cp-valued random
variable defined on it and let b be a distributional field. We say that another C7-valued
random variable X on (2, F, IP) is a pathwise solution to the SDE (3.1) associated to
(b, &, W) if there exists Q" C Q with P(Q") = 1 and a deterministic y > 1/2 such
that for all w € ' the following hold:

i. TV@peclcl
ii. 8(w) = X(w) — W(w) € Cl;
iii. 6(w) satisfies the nonlinear Young equation

t
0 (w) = &(w) — Wo(w) + / TV pb(ds, 65(w)) Vi e[, T].
0

The following definition relates standard probabilistic notions of weak and strong
solutions and of uniqueness to the notion of pathwise existence given in Definition 3.4.
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Definition 3.5 Let b be adistributional field, v € P(Rd xCr).Atuple (2, F,P; X, &,
W) given by a probability space (2, F, P) and a C7 x R? x Cr-valued random vari-
able is a weak solution to the SDE (3.1) associated to (b, v) if Lp(&, W) = v and
X is a pathwise solution associated to (b, &, W) in the sense of Definition 3.4. We
say that X is a strong solution if it is adapted to the filtration F; = o {&, Wy |s < t}.
Weak uniqueness holds for the SDE associated to (b, v) if any given weak solu-
tions (Q, FI, P!, X', &, Wi), i = 1,2, associated to the same data (b, v), satisfy
Lp1 (X" = Lp2(X?). Similarly, pathwise uniqueness holds if any two given solutions
(X i &, W) defined on the same probability space, w.r.t. the same (b, &, W), satisfy
X! = X2 P-as.

In line with the above definition, we will use the standard terminology that weak
(resp. strong) existence holds for the SDE associated to (b, v) to mean that we can
construct a weak (resp. strong) solution (2, F, P; X, &, W). In particular, if strong
existence holds, then (€2, F, P) can be chosen to be the canonical space, namely with
Q=R? x Cy,P =vand F the completion of B(R? x Cr) under v.

Remark 3.6 1fb € CrC loc,then any classical solutionto (3.1) isof the form X = W—+6
for 6 € C}, moreover in this case TVb € C}Clloc and 8, TVb(t, x) = b(t, x + W,).
It then follows from Point ii. of Proposition 3.1 that in this setting the concept of
pathwise solution from Definition 3.4 is equivalent to the standard one. Moreover for
beCr Clloc standard ODE theory guarantees pathwise uniqueness, uniqueness in law
and strong existence of solutions for the SDE associated to (b, v) for any choice of
vePRY x Cr).

The next lemma provides a simple condition to establish uniqueness of solutions
to (3.1).

Lemma 3.7 Let (2, F,P) be a probability space, (X, &, W) be a triple defined on
it such that X solves the SDE associated to (b, &, W) in the sense of Definition 3.4.
If TX@p ¢ CVCIO for P-a.e. w, then any other solution X defined on the same
probability space and associated to (b, &, W) must coincide with it, in the sense that
X = X P-a.s.

Proof The statement is a useful rewriting of [17, Remark 15]. O

Let us stress that, even when the assumptions of Lemma 3.7 are met, pathwise
uniqueness doesn’t immediately follow, unless one can additionally show that X is a
strong solution.

3.2 Regularity of averaged fields and Girsanov transform for fBm

In Sect. 3.1 we have treated the SDE (3.1) in full generality, but in the remainder of
Sect. 3 we will deal with a slightly more specific setting. We will always take W to be
an R?-valued fBm of parameter H € (0, 1) and £ to be random initial data independent
of it; in particular Wy = O and v = L(&, W) = L(£) ® LIW) = o ® u! for some
wo € P(RY), where uf € P(Cr) denotes the law of fBm of parameter H € (0, 1).
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Therefore for fixed H we can regard the data of the problem to be the pair (o, b); if
the initial data £ = xo € R? is deterministic, with a slight abuse we will write (xg, b)
in place of (8, b).

We begin by showing the P-a.s. regularity of averaged fields 7" b for W sampled
as an fBm. We continue to make use of the intuitive notation

t
/ b(r,x + W,)dr =TVb,
0

despite the fact that in general these objects will not be defined as Lebesgue integrals;
rather they are random variables defined on (€2, F, P) constructed as the unique limits
of fot b"(r,x + W,)dr for any sequence b" — b in appropriate topologies. More
precisely, for b € L? B, o satistying the assumptions of Proposition 3.8 below, one

can consider any sequence 5" of smooth bounded fields such that»” — bin L% B %
forall ¢ > 0.

Proposition 3.8 Let b € L?Bgo’oo witha < 0, g € (2, 00], W be a fBm of parameter
H € (0, 1); suppose (a, q) satisfy
1

1
y:=1—5+aH>§. 3.5

Then for any y < y there exists an increasing function K (depending on d, T and the
above parameters) such that

. 2
E[exp (L [U b(r,x + Wr)drﬂ )} <K@ Vn>0 (3.6
R 0

LIBE Y

, d
uniformly over x € R* and b € L‘;Bgaw

b #0.

Proof As the proof follows quite closely the ones given in [17, Section 3.3], we only
provide a sketch. Let b be smooth and compactly supported, otherwise one can argue by
density; up to reasoning componentwise, scaling and shifting, we can assume x = 0,
beC¥ (Rd) and ||b||L‘§BgC o = 1, so it will never appear in the computations in the
sequel. .

Set Wg(%) = E[W;|Fs] for Fs = o{W, : r < s}, then by [17, Lemma 5] there exist
cy, ¢y > 0 such that

t t
/b(r,Wr)dr=/ Ps s b(r, W) dr
N N

t t
+CH/ / Psy 2 VO, W2 1 —u|P =12 dr - dB,
N u
(3.7)

where P; denotes the Gaussian heat kernel, and B; is a standard Brownian motion
in R, In the following we will drop the constants c, ¢, as they don’t play any
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significant role. Thus for any fixed s < ¢, it holds

t t
/ b(r, W) dr =1}, + 12, :15{[+/ Jur - dBy
s S
where
1 ! 2 ! 2 172
1, = / Py_ypub(r, WY dr,  Jyy = f Py Vb(r, WD —u|" =12 dr.
S u

Let us show how to obtain exponential estimates for /2, the ones for /! being similar.
Going through analogous computations to [17, Theorem 4], invoking heat kernel type
estimates, it holds

13
H=1/2
|t 5/ I Pyt Ve |l Lo I — w12 dr
u

t
Ha—1/2
5/ Ibr 1l pe, I — w12 dr
u

1/2—1 H -1/2
S bl g, N — ul ATV = — 2,

Applying Burkholder-Davis-Gundy inequality with optimal asymptotic behaviour for
large p, we deduce that

5 . t 5 p/2q1/p
E[15,17] /p SﬁE[(f [t du) } Sl —sl”
S

Putting everything together, there exists a constant C > 0 such that for any n > 0

12, 2 " 12, | nh
E ’ N ’ _ T g ‘ o ’ - -
[exp (77 It —s|” %n! [t —s|¥ _r%\:]( 2 n!

ne

and by Stirling’s approximation the last series is convergent for any n < (Ce)~!.
Together with similar estimates for 7 ! we conclude that there exists n > 0 sufficiently
small and C > 0 such that

oo

The above estimate together with [17, Lemma 18] implies that for any y < y there
exist 7 > 0 and « > 0 such that

. 2
E [exp (n |[f b(r, Wr)drﬂ )] <k Vn<n. (3.8)
0 v

[l bGr, wydr

2
T )]SC Vn<n,s<t.
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It remains to show that we can improve the above inequality by allowing any value
n > 0, so that we reach (3.6). To do so, we will resort to an interpolation trick, similar
in style to techniques already applied in [17, Theorem 15], [9, Corollary 4.6].

First, observe that if «, g, H satisfy (3.5) and we fix y < y, then we can find ¢
sufficiently small so that y* = 1 —1/g — (@ —e)H > 1/2 and y < y¥; then by
estimate (3.8) (for « — ¢ in place of ) and linearity, there exist 7 > 0 and ¥ > 0 such
that

2

E|:exp <+ |[/'l;(r, Wr)drﬂ )] <k VbeLiB% i, b+#0.(39)
ol 0 7

q po—e
LIBLE

As before we can assume ||b||;4 p« = 1 and we fix &¢ > 0 as above. Then for any
7 DPoo,00
N € N we can decompose b as

by=bN + b BN =3 Ab BN =D A
J=N j>N

where A ; denote Littlewood-Paley blocks. There exists C > 0 such that
LN -N 2.N -N
”b ”L;C}? <C2 oz’ ||b ”L‘;Bgo—& <C2 £

Now for a given > 0, choose N = N(5) € N such that n < C~222V¢~1j; and

decompose b as above; w.l.0.g. we may assume that b>"V £ 0, otherwise the stated
estimate is trivial. Clearly under (3.5) it holds that y < 1 — 1/g, therefore setting
B=1—1/q —y we have

[U bUN (r, W,)drﬂ <(1+T7)F ||b1~N||L3Co < C(1+T)P27N% = Cygp,
0 7 *

where the estimate is deterministic; combining it with (3.9) applied to b = b>V, we
get

. 2 . 2
E |:exp (n |[/ b(r, W,)dr]] )} <E |:exp (2n |[/ YN (r, Wr)drﬂ
0 7 0 V2
. 2
+27 [U >N (r, W,)dr]l )}
0 7

< exp (2’7C12v(n))

_ . 2
E[”p ( ||b2’N||Z M o W) drﬂ)]

q pa—e
L7 B,

< exp (211C12V(n)) K

where the estimate now holds for all n > 0. O

@ Springer



274 L. Galeati et al.

Corollary3.9 Let b € L%Bgo,oo witha < 0, g € (2,00], W be a fBm of parameter
H € (0, 1) and let p € (0, 1]; suppose («, p, q) satisfy

1 1
yi=1——+(a—pH>—. (3.10)
q 2

Then for any y < y there exists an increasing function K (depending ond, T and the
previous parameters) such that

]E|:exp (77 ' [[fo b(r,x + W,)dr — fo b(r,y + W,dr];
”b”L?Bé'o,oou —yl?

2
>:|§K(Tl) V>0

(3.11)

uniformly over x #y € R and b € L? BS,.o0r b # 0; as a consequence, for any

e>0,P-asTVh e C¥_8Cl’;€. Suppose now b € L(;Bgo,oo witha < 1,q € (2, 00]
satisfying

1 1
S (. 3.12
““Hq T 2H 312)

then the following hold:

i. There exists 7 > 1/2 such that P-a.s. TV b e C; Clloc-
ii. There exists 7 > 1/2 such that for any b', b* € L;I"Bgo,oo and anyn € N

. . n 1/n
E“U bl(r,Wr)dr—/ b2 (r, W,)drﬂ }
0 0 y:10,7]
T 1/q
<n ( fo 16} = b7 1% dr) vt el T]

iii. IfH <1/2, a <O, there exists y > H + 1/2 and an increasing function K such

that
n . 2
E[CXP (nbn2 M b W’)dr]] Vﬂ

LI B o

<K@ VYn=0,beL}BS .b#0.

00,00

Proof Givenbasabove,x # yfixed,defineb(t, ) = [x—y|~° [b(t, x+-)—b(t, y+)];
by properties of Besov spaces

16119 e, S 1PN 19 g, .-
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Inequality (3.11) follows from (3.6) applied to b, since by assumption (3.10) & = a —p
satisfies (3.5); T"b belonging to CJ"°Cl* is a consequence of Garsia-Rodemich-
Rumsay lemma.

We now assume (3.12) holds and prove points i.-iii.

Ifb e L?Bgo,oo’ then Db € L?Bgo_’go with @ = o — 1 satisfying (3.5), so
we can find p > 0 small enough such that (&, p) satisfy (3.10) as well. It follows
that T" Db = D,TWb € CL7°C)) , namely T"b € CY7°C} |, forany e > 0,
showing i..

For t = T, the statement in part ii. is again a consequence of (3.6) (for x = 0
and @ = o — 1) and the linearity of b +— TYb. For general T € [0, T'], define
bt = bi 1. 1(¢) and observe that

[V(bl — b (r, Wr)drﬂ = [[/'(51 — b (r, Wr)drﬂ :
0 y:[0,7] 0 y:10,T]

the estimate for general 7 thus follows applying the one for T = T to b'.
Finally, in order to prove iii. it is enough to show that

1
y=1—-——+4+aH>H+1/2,
q

as in that case we can find y € (H + 1/2, y) such that (3.6) holds. But the above
condition on y is exactly (3.12). O

In order to apply Lemma 3.7, we need some information on the pathwise properties
of weak solutions X. From this perspective, techniques based on Girsanov theorem
are very natural, as they suggest that 7%h may have the same regularity as TWb. As
already mentioned, Girsanov transform holds for fBm, see [37]; sufficient conditions
in order to apply it in our context (in particular to check that Novikov condition is
satisfied) can be found in [17, Section 4.2.2], to which we also refer for more details
on the explicit formula for dP/ dQ.

Proposition 3.10 Let (2, F, {F;}i>0, P) be a filtered probability space, W be an F;-
fBm of parameter H € (0, 1) and h be an F;-adapted process with trajectories in C ;
y > H + 1/2, such that ho = 0 and

Eplexp(n[h];)] < K(n) < oo VneR.
Then there exists another probability measure Q, given by Girsanov theorem, such

that h + W is distributed as an F;-fBm under Q. Moreover P and Q are equivalent
and it holds

E@[(%>n + (%)] <00 VneN (3.13)

where the above estimate only depends on the function K.
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Proof Follows almost exactly as the proof of [17, Theorem 14]. O

Remark3.11 For H < 1/2 and b € L%Bg‘om with («, g, H) satisfying (3.12), it
follows from Corollary 3.9 and Proposition 3.10 that we can construct a weak solution
(2, F,P; X, W) to the SDE associated to (xg, b), with the property that there exists a
measure Q equivalent to IP such that Lo (X) = Lp(xo+ W); moreover all the moments
of dP/ dQ and dQ/ dPP can be controlled in a way that depends on ||b|| L9 B s but not
on the specific (xg, b). In particular, the estimates can be performed unifofmly over
xo € R? and ||b”L‘§B§ooc < M for a fixed parameter M > 0.

Similarly, in the case H > 1/2, given b € E = C‘%HC)? N Cng for some
a > 1 —1/(2H), using the regularity of fBm trajectories it’s easy to check that the
mapt — b(t, xo+W,) belongs P-a.s. to C%H_g forany & > 0.Furthermore, reasoning
as in the proof of [17, Theorem 15], it can be shown that there exists y > H + 1/2
and an increasing function K such that

E[exp (17” /O'b(r,xo + Wr)drHj)] <K <oo Vn=>0.

Therefore also in this case we can apply Proposition 3.10 to construct weak solutions
to the SDE. Moreover the function K only depends on ||b|| g, therefore as before all
estimates are uniform over xo € R¢ and b € E with ||b||g < M, M fixed parameter.

If both cases, if in addition b is smooth, then the weak solution constructed in this
way necessarily coincides with the unique strong one; thus the above reasoning also
provide uniform estimates for the solutions associated to smooth drifts.

3.3 Stability estimates for SDEs

In light of the above results, in the remainder of Sect. 3 we will always impose the
following assumption on the drift b.

Assumption 3.12 Given H € (0, 1), b satisfies one of the following:

o If H>1/2,thenb e C£#CYNb e CICY for some

1
a>1—-——;
2H

equivalently, there exists a constant C > 0 s.t., for all (s, 7, x, y) € [0, T]2 x R%,
such that

|b(t, x)] < C, |b(t,x) = b(s, y)| < C(1r = 5" +]x — y[%).

e If H <1/2,thenb € L%B(‘;‘O’Oo for some (a, g) satisfying (3.12).

In both cases we will use the notation ||b]| g for E = C37CYNC)C* when H > 1/2,
respectively £ = LT B% ., when H < 1/2.

@ Springer



Distribution dependent SDEs driven by additive fractional... 277

We are now ready to present the main result of this section. Its novelty, compared
to previous results like those in [9, 17], lies in the comparison of two solutions driven
by different drifts ', which gives rise to the term ||b! — b?|| L9 BE L (and not ||b' —
b? | L9 BS o !) appearing in (3.15). On a more technical level, we drop slightly restrictive
assumptibns from previous works, like working with autonomous drifts as in [9], or
compactly supported in space ones like in [17]; let us also point out that we fill a gap
in the statements of Theorem 4.23 and Corollary 4.24 from [17], which do not cover
the case of b € L?Bgo’oo with ¢ < oo and o > 0.

Theorem 3.13 Let W be an fBm of parameter H € (0, 1) and let b satisfy Assump-
tion 3.12. Then for any xo € R? strong existence, pathwise uniqueness and uniqueness
in law hold for the SDE

t
X; =x0+/ b(r, X,)dr + W; (3.14)
0

in the sense of Definition 3.5. Given x(i) € R? and b satisfying Assumption 3.12,
i = 1,2, denote by X I the solutions associated to (xé, b’y and let M > 0 be a constant
such that |b'||[g < M fori = 1,2. Let (a, q) be another pair satisfying (3.12) with
the same o as in Assumption 3.12 and q < q. Then there exists y > 1/2 with the
following property: for any p € [1, 00) there exists a constant C > 0 (depending on
y,p, M, T,d, q and the parameters appearing in Assumption 3.12) such that

1/p
E[Hxl B lelﬁ;[o,ﬂ] < c(|x01 — X2+ |Ib - bzllLé(O,r;B&i@) VteloTl.
(3.15)

Proof We will only treat the case H < 1/2, the other one being almost identical.

Let us first assume &' to be smooth functions and show that (3.15) holds; in this
case by Remark 3.6 strong existence and uniqueness hold automatically. Moreover by
Remark 3.11, there exist probability measures Q' equivalent to IP such that Loi (X h=

Lp (x(i) + W), with moment estimates depending on M but not on (xé, b ); the solutions
decompose as X! = x{) + ki 4+ W' with hf) =0,k € C¥ with y > H +1/2 and such
that

E[exp (nllh'[2)] < K(n) <00 V=0

where again K depends on M but not on the specific (xé, bh).

For any A € [0, 1], let us define x} := x3 + A(x} —x3), h* := h> + A(h! —h?), s0
that X? + A(X! — X?) = x{; +h* + W. By Taylor expansion and elementary addition
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and subtraction, the difference ¥ = X! — X2 satisfies

t 1
Yt:xé—xqu/ </ Dbl(r,x*+h&+w,)dx>
0

0
t
Y, dr—i—/ b' — b)) (r, XP)dr;
0
let us define

t 1 t
A, :=f / Db (r, x} + h* + W,)drdr, ¥, :=/ (b —b*)(r, X*)dr.
0 JO 0

In order to get estimates for Y, it turns out to be useful to reinterpret the above equation
as a linear Young differential equation of the form

t
Y=Y +/ Ads Y5 + Y. (3.16)
0

Indeed for any y > 1/2, we can apply [15, estimate (3.16), Theorem 3.9] to obtain
the existence of a constant C = C(y) such that for any t < T it holds

1Y lly:10.01 < Cexp(CT(1 + AL 10 (1Yol + (1 + T [¥]y:10.11)
St exp(CT[AL)(1xg — x31 + [¥]y:10.0)

and so our task reduces to finding estimates for quantities of the form
Ep[exp([A])], Ee[IV12.10..]-

We start by estimating v, which is the simplest term. Recalling that ,CQz (X% =
Lp (xg + W), by Point ii. of Corollary 3.9 and Cauchy inequality we can find y > 1/2

such that, for any p > 1,
o p
/ b =) (r, X3 drﬂ
L/0 y:[0.7]

E ﬂ / .(bl bH(r, X?) drﬂp dP
= 2 — . r —_—
“ | LJO y:10,7] Q>

- ,1/2 _ 2 12
<Eg (ﬂ) Eqgo |[ / b = bA)(r Xz)dr]]
a dQ? 0 ' y:[0,7]

) 2 1/2
<um Ep ﬂ/ (' —bz)(r,x§+wr>drﬂ
0 y:[0,7]

1 2
5[7 6" —b ”L‘;(O,‘L’;Bgo_;o)'

Ep[111%10.0,) = Ep

B

1

@ Springer



Distribution dependent SDEs driven by additive fractional... 279

In order to get estimates for A, observe first of all that by convexity of z — exp(nzz),
it holds

E[ exp (nllh*[13)] < AE[exp (nll2"I13)] + (1 = DE[exp (nlIA?]I3)] < K (n) < oo

where the estimate is uniform in A and 7; therefore by Proposition 3.10, for any A
there exists a probability Q* equivalent to P such that Lo (W + W) = Lp(W);
moreover estimates of the form (3.13) only depend on K and thus on M, but not
(x(i), b'). Therefore by Jensen’s inequality and Proposition 3.8, we can find y > 1/2

such that, for any 1 > 0, it holds that
Eﬂexp(n[[A]]f,)] ]Ep[exp( / / Db (r, x§ + h* + W,)dr >:|
1
:f ]EQA[CXP <n[[f Db'(r, XQ +h)‘+ W)]]
0 Y
1
< / Ep[exp <2n[[f Db (r, x} + W,) dr )}
0 0
EQA[(dQA) } dh <y Ep [exp (2;7[[/0 Db (r, W,)dr]]yﬂ < KCn'2.
Putting everything together, we have obtained

ﬂ
S/OIEP[CXP<77[[/ Db (r, x§ + h* + Wy) y)}
B

Ep[1Y1]).10.1)] S Ee[exp(pCT[AL)(1Yol” + [W]D. 0.,
< Bs[exppCT[A])]"? (IYolp +Ep[[y]2, ,]]1/2)

< 1 _ 2 p 1 2
Sporoum xg — xpl” +1lb b”L‘I(OrB"‘ o)

which proves (3.15) for smooth &'.

Assume now we are given xo € R? and b satisfying Assumption 3.12; we can find
q <q,q < oo such that («, ¢) satisfy (3.12) and a sequence {b"}, be smooth drifts
s.t. [l < ||b|lg foralln > 1 and b — b in LqTBgofgo for any ¢ > O (for instance
set b" = b x " with {"},>1 a standard family of mollifiers). Let X" be the unique
solutions to (3.14) associated to (xg, b"), then by (3.15) it holds

1
E[IX" = X" 121 S 16" = 5"l o
showing that the random variables 8" = X" — W are a Cauchy sequence in LgC ;
Therefore they converge to a unique limit 8, which is adapted to the filtration F; =
o{Wy : s <t} since 8" are so. Similarly the X" converge to X = 6 + W which is
adapted.
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The estimates from Corollary 3.9, the linearity of b + T™"b and the property

b" — bin L‘% B}, together imply that P-a.s. TVp* — TWhin C;Cllac. Since we
have P-a.s. 6" — 0 in C; as well, we can invoke the closure property of nonlinear
Young equations (Lemma 3.3) to deduce that X = 6 + W is a pathwise solution to
(3.14) in the sense of Definition 3.4.

Furthermore, by Fatou’s lemma
2 . . n 2 .
Ep[exp([0]3)] < lim inf Ep[ exp([0"]5)] < K(n) < 00 Vi = 0;

it follows that Girsanov can be appliedto X = 0+ W = xo+h+ W to deduce that X is
distributed as xo + W under another probability measure equivalent to P. In particular,
P-a.s. it must hold TXb € C;C}OC. To summarise, X is a strong solution (so that a
copy of it can be constructed on any probability space supporting the measure /7)
such that TXb € C ; C lloc, which implies by Lemma 3.7 that pathwise uniqueness must
hold. This also implies that the law of any solution coincides with the one constructed
by Girsanov theorem, from which uniqueness in law follows.

The extension of inequality (3.14) to any pair of solutions X' associated to distri-

butional drifts b is now a direct consequence of the approximation argument. O

Remark 3.14 At the price of making the statement of Theorem 3.13 slightly more
technical, we have allowed the presence of the additional parameter g < ¢ to handle

g = oo. Indeed finding approximation sequences in Lg’ B;‘j’_pl can be a hard task since

this is not a separable space; the use of L? B;‘,‘;,l with ¢ < oo will also be useful later
in the proofs in Sect. 4.3.

Remark 3.15 Theorem 3.13 gives us the information that, for drifts b satisfying
Assumption 3.12, the nonlinear Young interpretation of the SDE is the only physical
one. Namely, any other solution concept sharing the fundamental property of being
the limit of solutions associated to smooth drifts " — b will coincide with ours.
The statement of Theorem 3.13 can be further strengthened to establish path-by-path
uniqueness, see [9], however we will not need this for our purposes.

Remark 3.16 Although we have proved the stability estimate (3.15) in order to apply to
DDSDEgs, it is of interest on its own. Indeed it can be applied to construct the stochastic
flow associated to SDE (3.14), or to develop numerical schemes for distributional drifts
b by first approximating them by smoother 5". We leave both applications for future
research.

The next lemmas extend the previous results to the case of random initial data.
Corollary 3.17 Given H € (0, 1) and b satisfying Assumption 3.12, strong existence,
uniqueness in law and pathwise uniqueness also hold for random initial data Xo = &

independent of W. Assume b® are drifts satisfying the assumptions of Theorem 3.13
and (él, 52) e LP(Q; R™) js independent of W, then the solutions X' associated to
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(&1, b') satisfy

1 2P 1/p
E]P’[”X -X “}/;[0,‘[]]

< c(ﬂzpnél _ g2 4yl — b2”L‘?(O,r;BgQ__olo)) Vrel0,T]. (3.17)

where the constant C and the parameters y, o q are the same as in (3.15). Moreover,
denoting by j; = L(X}) the laws of the unique solutions X' associated to (i1, b')
with L', W) = ply ® L(W), it holds

SL(;p dp(,u,tl, ,utz) =< C<dp(,u«(l)v ,u(z)) + ”bl - bz”]Jr}(o’f;ngolo)) VT el0,T]
t€[0,1] ?

(3.18)

Proof Strong existence and pathwise uniqueness for random initial data follows from
that for deterministic ones by classical arguments. Given a probability space (2, F, P)
with (W, &1, £2) defined on it and drifts (b', b?), we can condition on the variables
(€', £2) independent of W and apply estimate (3.15) to deduce that

1
EpIX" — X217, | €' 2]7 < C(|’§1 — &+ b - b2||Lq(o,,;Bg07;o));

inequality (3.17) follows taking the L?z—norm on both sides, using the tower property
of conditional expectation.

Now assume we are given a pair (,u(l), u(z)) e P(RY) xP(R¥)andletm € I (,u(l), ,u(z))
be an optimal coupling for them. On the canonical space 2 = R?*? x C7, endowed
with P = m ® uf, we can construct random variables (¢!, €2, W) and solutions
X' associated to (£7, b'), in such a way that Lp(€', £2) = m, E[|§' — £2|P]V/P =
dp(nd, 113). But then by the definition of d,, it must hold d,, (11}, u?) < [|X} — X2|| 17
and so estimate (3.18) follows from (3.17) applied in this setting. O

Corollary 3.18 Let H € (0, 1), b satisfying Assumption 3.12, & random initial data
independent of W and X be the solution associated to (§, b). Then there exists another
probability measure Q equivalent to P such that Lo(X.) = Lp(§ + W.); moreover

EQ[<%)” + (%)n] <oo VneN.

Proof Ttsuffices to work on the canonical space (2, F, P) with Q = RYxCr 3 (x, w),
P = 110 ® ! where o := L£(£). Forany x € R, denote by w — X*(w) the unique
strong solution associated to (x, b), so that (x, w) — X (w) gives the solution to the
SDE with initial distribution z19. Recall from Proposition 3.10 that for any x € R¢,
there exists a probability measure on C7 denoted by Q*, equivalent to %!, such that
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Lo (X*) = L,,u(x + W); therefore for any measurable F : & — R

Ep[F (¢ + W)] = /R ,, /C Flx + ) 1 (do)puo(dx)

= [, [ For @)@ @omoan.
Rd JCp
Thus if we define a probability measure Q on 2 = R? x Cr by

Q(E| x Ep) = . Q" (Expo(dx) Y Ei € BRY), Ez € B(Cr),
1

itmust hold that Lg(X) = Lp(§ + W); since wf < Q* forevery x, P = uf @uf «
@ with Radon-Nikodym derivative given by

dP dut
(x, w) s

" T o

(w) for P-a.e. (x, w).

Exploiting the bounds from Proposition 3.10 (which for given b are uniformin x € R¥)
we find

" [(jg) /Rd / [ 3@ +(§Q; )}Qx(dw)uo(dx)

Sn,b/ 1 fro(dx) < o0
Rd

providing the conclusion. O

Remark 3.19 It follows from the above that for any p € [1, co0) and any ¢ > 0

1/2
Ep[[xT5_.] < Bo[IXT.]"" E@[(%)M] SER[IWIF-]"* < oc.

In particular, if & € Pj for another p € [, 00), then E]p[HXHZ_g] < 00. As in
the case of Remark 3.11, for fixed & the estimate can be performed uniformly over
Iblle < M.

3.4 Regularity of the solution laws

Although our main interest is the study of DDSDEs, our analysis also yields results
on the regularity of the law £(X;) for the solution to a standard SDE with singular
drift. The method is quite simple but appears to be new and does not rely on PDE tech-
niques nor Malliavin calculus; rather we exploit Girsanov transform and the averaging
estimates for fBm, in combination with duality arguments.
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Proposition 3.20 Let b satisfy Assumption 3.12, X be the solution associated to (§, b)
for random initial & independent of W. Then L(X.) € L‘; Bfi]forall (&, q) € (0, 00)x
(1, 2) satisfying

&< %(;} - %) (3.19)

Proof Observe that if (@, g, H) satisfy (3.19), then we can find ¢ > 0 small enough
so that (—a — 2¢, ¢, H) satisfy the assumptions of Proposition 3.8, where ¢’ denotes
the conjugate of g. By Corollary 3.18, there exists an equivalent measure Q such that

Lo(X) = Lp(& + W), therefore for any f € L?Bgo‘?ofg it holds

< EIP’I:)/OT f(s, X5)ds ]

< E@[(%)T/Z EQU fOT F(s, X,)ds

(Lo

S

T
‘/0 (fs: Lp(Xy)) ds

2}1/2

T 2
/0 F 5,5+ wy) ds| ]uo(dx))

1/2

_, _
q p—a—2e-"
L7 Bo,oo

where in the last passage we used the fact that estimate (3.6) is uniform in x € RY.
Using the embedding B, BEP o B2 for p < oo big enough,
; q' p— ~ 79 ps § pa+e
by the duality (LTB[,,SP)* = LTB;,’p, v&ie d?duce that £(X.) € LTBP,’p,. Thus
h:=—-AN*2L(X) e L?B;/yp, — LY LY ; in order to conclude, it’s enough to

show that i € L’%L}C. Observe that h € L} ([0, T] x R?) and for any ¢ € L‘;L;" it
holds

T T ) :
/0 (s hs) ds =f0 (I = D)* Py, LX) ds S 1T = 2)* g

LY B
< =/ N
Sl .
the conclusion then follows from an application of Lemma A.1 from Appendix A. O

Proposition 3.21 Let X, b, & be as in Proposition 3.20. Then L(X.) € LqTLf: for all
(q, p) € (1, 00)? satisfying

1 Hd
-+ 2% < Ha. (3.20)

q p

Ifinaddition Hd < 1,then L(X.) € L‘;L;"forallq € (1, 00) satisfyingqg < (Hd)™'.
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Proof Observethat (g, p) € (1, o0)? satisfy (3.20) if and only if the conjugates (¢’, p’)
satisfy

| Hd
—+
p

- < 1.
q

/

By [32, Lemma 6.4] (more precisely equation (6.11) right after the proof therein) and
estimates based on Girsanov theorem analogous to the proof of Proposition 3.20, we
deduce that

T T
’/0 (fos £(X,)) ds sEWO f(s,Xs)ds‘]SllfllL;fo/;

therefore by duality £(X.) € L1 LY if (¢, p) € (1, 00)*. Taking p = 00, ¢ < (Hd)™!
(correspondingly p’ = 1, 1/q’ < 1 — Hd), we obtain

T
/O (fs, L(Xs))ds

q9' 71
SIIfIIL«%'L} VieLrL,

and so we can conclude by Lemma A.2 in the Appendix that in this case £(X.) €
LI L. O
T™x

4 Proofs of the main results

We split the proof of Theorem 2.4 into sections, which deal respectively with the cases
H > 1/2 and H < 1/2; the proof of Theorem 2.5 is presented in Sect. 4.3 instead.

We recall to the reader that in this section we will be dealing with DDSDEs of the
form

t
X,=g+/ By(Xs, L(X,)) ds + W, Vie[0,T] “.1)
0

with the drift B belonging to either G4 or HA® (cf. Definitions 2.2-2.1) depending
on the value of H € (0, 1). The variable £ is independent of W and with prescribed
law 119 € P(RY), thus depending on the context we will treat both (£, B) and (g, B)
as the data of the problem.

4.1 ThecaseH > 1/2

In this regime we will always consider drifts B € Hf,’a witha, B > Oand p € [1, 00).
In particular here B : [0, T] x RY x P,,(Rd) — R? is bounded and uniformly
continuous in all of its arguments; in this sense, although the concept of solution
introduced in Sect. 3 does include the standard one by Remark 3.6, we do not employ
it here.
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Rather, we will simply say that a tuple (X, &, W), defined on a probability space
(R, F,P), such that Lp(&, W) = uo ® pl, is a solution to (4.1) if L(X,) € P, (RY)
for all + € [0, T'] and the integral equation (4.1) holds P-a.s. The concepts of strong
existence, pathwise uniqueness and uniqueness in law immediately carry over from
the usual ones for SDEs.

Proposition 4.1 Suppose B € Hf’“ with

1 1
H> - 1—— 1 .
>35> SH p € [1,00)

Then for any o € Pp (RY) strong existence, pathwise uniqueness and uniqueness in
law hold for the DDSDE (4.1) with data (jo, B).

Proof We divide the proof in several steps.

Step 1: weak existence. By hypothesis B : [0,T] x RY x P,(RY) — R? is
a uniformly continuous, bounded map; existence of weak solutions on [0, T'] then
follows from [19, Proposition 3.10].

Step 2: any weak solution is a strong one. Let X be a weak solution of the DDSDE
w.r.t. (¢, W) on a probability space (€2, F, P). Then setting u; = L(X;), b*(t, x) =
B;(x, us), X solves the SDE associated to b**, which satisfies |b* (¢, x)| < || B]| uni-
formly over (¢, x). As a consequence

t
dp(as, 1) < 1Xs = Xsll 2 5/ 1B Xl p dr + [ Ws — Wyll
s

Srop L+ 1Bl =51 4.2)
where we repeatedly applied Minkowski’s inequality; by assumption

|bH (¢, x) — bH (s, ¥)| = |Bi(x, us) — Bs(y, is)|
< IBI (It = s1*® + |x — yI* +dp (e, us)*)
Srop (L IBIP) (1t = s1%% + |x — y[%),

where we applied (4.2) to obtain the last inequality. Namely, b* satisfies Assump-
tion 3.12, implying that strong existence and uniqueness in law holds for the associated
SDE; therefore X is adapted to (&, W).

Step 3: reduction to the canonical space. As we are dealing with a strong solution
X, we can regard it as a random variable on the canonical space (2, F,P) with
Q=RY%xCr,P = po® ut, F the P-completion of B(R? x Cr). Applying the
same reasoning to any pair of weak (thus strong) solutions X!, X2, possibly defined
on different probability spaces, we can construct a coupling (X', X2) of solutions
defined on the canonical space and w.r.t. the same random variables (§, W). If we
show that X! = X2, then the equality £(X!) = £(X?) follows.

Step 4: pathwise uniqueness on the canonical space. Let us drop the tilde and adopt
the notations u; = £(X§), bi(t, x) := By(x, uﬁ). It follows from the computations
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of Step 2 that we can find M ~ 1 + || B||? such that b’ satisfy Assumption 3.12 with
Ib' | < M. We can therefore apply estimate (3.17) for the choice ¢ = g = oo,
together with X} = X% = £, to find constants y > 1/2, C > 0 such that

1/p
E[IX' = X200 0] =€ sup 1610 = B2 gt VT (0TI
tel0,7] ’

By assumption B € H;I’a, therefore
1612, ) = b2t )l et < 1Bl dp(uf s 1)

combining everything, using again X} = X(2), for any t € [0, T'] it holds

1/p
sup dp(uf, 17) < ryE[nxl —X2||’;;[o,ﬂ] < CIBIlt" sup dp(u, 1))
tel0,7] tel0,7]

Choosing T small enough so that C||B|| 7V < 1, we conclude that ,utl = ,utz for all
t € [0, 7] and so that E[| X' — X2|I,.j0,] = 0, i.e. P-a.s. X! = X2 on [0, 7]. In light
of this, choosing now 7 = 27, going through similar computations we have

_ I/p
sup dy(uf, 1) = sup_dy(ul,ud) = T E[IX" = X310 o ]
1€[0,7] 1e[7,27]

< CIBIT" sup dp(u;, 1)
t€[0,7]

implying that the solutions also coincide on [0, 27]. Iterating the reasoning for r = nt
until we cover [0, T'] gives the conclusion. O

4.2 ThecaseH < 1/2

In this case we can allow the drift to be singular, i.e. take values in BZ, ., witha < 0.
We start by defining what we mean by solution to the DDSDE in this case.

Definition 4.2 Let (2, F, IP) be a probability space, (X, &, W) be a Cr x RY x Cp-
valued random variable defined on it with Lp(&, W) = L&) @ u;let B : [0, T] x
P, — S’ be a measurable map for some p € [1, 00). We say that X is a solution to
the DDSDE (4.1) associated to (¢, B) if i, := Lp(X;) € P, forallt € [0, T] and
setting b* (¢, -) = B;(i4;)(-), X is a pathwise solution to the SDE

t
X; =S+/ bt (s, Xy) ds + W;,
0

associated to (b, &, W) in the sense of Definition 3.4. All the concepts of strong
solution, pathwise uniqueness and uniqueness in law are similarly readapted from
those of Definition 3.5.
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As before, we will consider both (£, B) and (uo, B) to be the data of the problem,
depending on whether we are focusing on solutions on a prescribed probability space
or on their laws.

Assume now B € gg’“ with

1 1 1
H< -, 14+ — = —, € (2, o], € [1, 00); 4.3
=5, a> +qH 7g 9€ @l pell,oo) 4.3)

then to any u. € C1'P, we can associated a singular drift b* (¢, -) = B(t, u,)(-) such
that

||b'u(t9 ')”Bgo,oo S hl7

where h € LqT is the function associated to B from Definition 2.2. Thus b* satisfies
Assumption 3.12 and the associated SDE has a unique solution X by Corollary 3.17;
if in addition 119 € P, then by Remark 3.19 the map ¢ — L(X;) belongs to C7P,.

Thus for fixed po, setting Z*0(u). = L£(X.), we can define a map 7" from CrP),
to itself; this map comes with an alternative notion of solution to the DDSDE.

Definition 4.3 Assume B € g;’,’“ with parameters satisfying (4.3), uo € Pp; we say
that a flow of measures i € C1P,, is a solution to the DDSDE associated to (io, B)
if it satisfies 70 () = u.

The next lemma clarifies the relation between Definitions 4.2 and 4.3 .

Lemma4.4 Let B € QZ’a with parameters satisfying (4.3), o € Pp. The following
hold:

i. if X is a weak solution to (4.1), then u; = L(X;) is a fixed point for THO;
ii. if w is a fixed point for TH0, then there exists a strong solution X to (4.1);
iii. ifthere exists at most one fixed point for TH0, then pathwise uniqueness and unique-
ness in law hold for (4.1).

Proof Point i. immediately follows from the definitions. To see Point ii., assume
THo(w). = . and set b*(t, -) = By (us)(-); then b* € L‘;Bg‘o,oo, so by the results of
Sect. 3, we can construct a strong solution X to the SDE associated to (ug, b**). But
then by definition of Z#0 it holds £(X;) = u; and so X solves the DDSDE. It remains
to show Point iii.; assume X' are two solutions and set ;Lf =L(X i ). Then by Point ii.,
14 are both fixed points for 710, so u! = 2 and b*' = b**. But then X' both solve
the SDE associated to b“l, for which uniqueness holds both pathwise and in law, so
the conclusion follows. m]

It follows from the above that, in order to show strong existence, pathwise unique-
ness and uniqueness in law for the DDSDE (4.1) in the sense of Definition 4.2, it’s
enough to show that there exists exactly one solution u € C7P, in the sense of
Definition 4.3.
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Proposition 4.5 Let B € QZ’“ with parameters satisfying (4.3); then for any o €
Pp(Rd) strong existence, pathwise uniqueness and uniqueness in law hold for the
DDSDE (4.1) associated to (juo, B).

Proof Define the map Z#° : C7P, — Cr P, associated to (i, B) as before; in order
to show that there exists exactly one fixed point to ZH0, it’s enough to establish its
contractivity.

Given ' € CrPy,i = 1,2,seth’ := b = B(t, ul); denote by X two solutions,
defined on the same probability space and with respect to the same data (§, W), to
the SDEs associated to (&, b'), where L&) = po. By definition of gg’“, there exists
h e L?, such that for any t € (0, T] we have

1 2 1,2
”b[ - b[ ||B(o¥<>701¢ <h sup dp(,u/z ) l‘l’f)‘
’ t€[0,7]

Applying Corollary 3.17, using the fact that X} = X% =&, wecanfind y > 1/2 and
C > 0 such that for any t € (0, T], we have

1
sup d,(Z"(uhy,, 7" (u?)) < sup Ep[|X] — X7|P]7
tel0,7] tel0,7]

1
y I _ y2.P »
T EP[HX X ”y;[()’fl]p

IA

g :
ct’ 16! — 27, dr
o 1 TTBG

< Clihllga e sup dp(uf, p1f)-
T tel0,7]

IA

Choosing T > 0 sufficiently small such that C| ]| L4 t¥ < 1, we find that Z"0 is a
contraction from C([0, T]; P,) to itself, so therein there exists a unique fixed point
= THo(); it remains to show we can extend uniquely this fixed point to the whole
interval [0, T'].

To do this, the classical argument for SDEs would require to restart the equation
at t = 7; however we can’t perform this, as the fractional Brownian motion is not a
Markov process. We can exploit the fact that T only depends on C||.|| L4 and not the
history of the paths X’ nor ' to give the following alternative reasoning.

Given 7, u € C([0, 7]; Pp) as above, consider E := {u. € C([0,27]; P,) :
wlo,z] = @}, which is a closed subset of C([0, 27]; P),) and thus a complete metric
space with the same norm. Since (& is a fixed point on [0, 7], Z#° leaves E invariant;
forany ' € E, arguing as above it holds
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sup  dp(ZM (), M (u?)) = sup  dp(ZF0 (e, THO (u?)y)

1€[0,27] 1€[7,27]
1
= 1 2 >
=< sup TV]EIP’[”X - X ”}Ij;[f;zﬂ]l
1€[7,27]
<TClhlly sup dy(ul. D).
7]

t€[0,27

It follows that ZH0 is a contraction on E and admits a unique fixed point on it, which
is necessarily the only possible extension of j& on [0, 27]. Repeating the argument on
[0, nT] as many times as necessary to cover [0, T'] concludes the proof. O

4.3 Stability estimates for DDSDEs

The purpose of this section is to provide the proof of Theorem 2.5, which loosely
speaking establishes Lipschitz dependence of the solutions u/ € C 7Pp in terms of
the data (u, B') fori =1, 2.

We assume that we are given drifts B’ belonging to H,I,{ "* for parameters satisfying
(2.2) when H > 1/2, respectively B’ g;f,'“ for parameters satisfying (2.3) when
H < 1/2;inboth cases we denote the optimal constants by || B’ ||. Given uf) € Pp, we
denote by 1/ € C7'Pp the unique solutions associated to (,uf), B'), whose existence
is granted by Theorem 2.4.

Finally, for o, g given as above, let us recall the notation introduced in Theorem 2.5:

IB' =Bl := sup [IB/(v) = Bf(W)ll ga1
(t,v)€[0,T1xP)y ’

and

1 2 ’ 1 2 Va
18" = B?llg o0 = (f sup ||} (v) = B2, dr) :
0

veP, Boo.c0

Proof of Theorem 2.5 Let ' be the solutions as above and set bi := B'(t, ju}). Recall
from the proofs of Propositions 4.1 and 4.5 that if ||Bi || < M, then ||bi le < C(M),
E being suitable spaces for which Assumption 3.12 is met; so we are in a position
to apply estimates from Sect. 3.3. First observe that, by addition and subtraction of
B,1 (,uz), we have

Ib) = b7l et < 1B} (1) = B/ ()| e + sup 1B/ (V) = BRW)]l ge- .

veP,

4.4)

The argument slightly differs in the H > % and H < % cases, so we will handle them
separately.
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We begin with H > % Let us choose g < oo big enough so that («, g, H) satisfies
(3.12); then we can apply estimate (3.18) to obtain

T
sup dp(uts i) Swgr dp (uo,uo)”+</ 15} =BG s); 45)
tel0,7] 0

on the other hand, by estimate (4.4) and the assumption B! € Hg’“ with || B'|| < M,
it holds

lbg = b7l ge-y, < M sup dp(py, 1) + | B' = B?[lco

rel0,s]

Putting everything together, setting f; := sup,¢[o ) dp (/JL},, M%)é , we obtain

o ~
frSq fot / M7 fids +T(|B' — B*|& Vi €l0,T];
0
applying Gronwall to f and taking the power 1/g on both sides readily gives

sup dp (i), 12 S dp(ud, 1d) + 1B — B?|loo
t€[0,T]

which is exactly the desired estimate (2.4).
Suppose now X' are solutions defined on the same probability space, then combin-
ing estimate (3.17) with the ones above we find

E[IX" = X2 1217 S 1Xg = Xl g + sup I — b7

te[0,T]

Sur 1Xo = X5z + sup dp(uy. i)+ 1B' = B[l
te[0,T]

< IXo = X5l +dp (g, 1) + 1B' = B[l

and the conclusion readily follows from d (/L(l), /,L%) <X, 1 X5 2|l Ly

We now move on to the case H < 5; for ¢ = oo the proof is the same as above, so
we can assume w.l.o.g. ¢ < oo here. For Bl e g,, , it follows again by (4.4) that

by = bl gat <k sup dp(uy, 1) + sup 1B/ (v) = BFW)lgat, (46)
rel0,1] veP, ’

where we recall that h € Lq are the functions associated to B’ given in Definition 2.2.
Following the same strategy as before, by (4.6) and (4.5), f; := supsc.1 d (,uv, Z)q
satisfies

t
f,sfo+/ |h}9 fyds + |IB' — B*|y00 VI €0, T1;
0
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by this inequality and the assumption ||A! || L = |B'|| < M, we conclude again by
Gronwall’s inequality that

sup dp(u), 1) Sar dp(ud, 13) + 1B — B[00
t€l0,T]

which gives estimate (2.6). The statement for E[|| X I_ x2 ||)'3] now follows exactly as
in the case H > 1/2. O

We conclude this section with the application of Theorem 2.5 to a particularly
relevant case.

Example 4.6 1Let H € (0,1),a > 1—1/(2H) and set

H ~0 0 1
E— CFHCI N CLCE forH>§.
LB for H < %

Let B be of the form B (t, 1) = f{ +g} = ufor f*, g" € Ewith || f'l|, ' |z < M.
Then B' satisfy the assumptions of Theorem 2.5in P, forany p € [1, co) and estimate
(2.4) becomes

sup dp(uf, 1) S dp(uy 1) + 1 F = F2ll o pet + 118" — 821l oo get -
t€l0,T] T 200,00 T Boo,00

5 Refined results in the convolutional case

In this section we focus on the case of DDSDEs with convolutional structure, namely

t
X =§ +/ (bs * ps)(Xs)ds + Wy, e = L(X;) Vi e[0,T]. (5.1
0

They correspond to the case B; (1) = b, * u and can therefore be solved under suitable
assumptions on b (e.g. b € E as in Example 4.6). Due to their specific structure
however, as soon as the associated solution X has a regular law u, its regularity
immediately transfers to the drift b' = b, * u,, as the next simple lemma shows.

Lemma5.1 Let H € (0,1), b € Bgo’wfora >1—-1/(2H), no € P1 and X denote

the unique solution to the DDSDE (5.1) with L(§, W) = uo® [LH. Then X also solves
an SDE with drift b* which belongs to LlTC;.

Proof Let X be the aforementioned solution, then by the proof of Theorem 2.4
we know that it solves an SDE with drift b* satisfying Assumption 3.12; apply-
ing Proposition 3.20 for the choice ¢ = 1 in (3.19), we deduce that y € LITB‘f"l
for any @ < 1/(2H). Therefore by the hypothesis and Young’s inequality it holds
b* =b. % u. € LITBg‘OJFg‘O for some o > 1 — 1/(2H) and all @ < 1/(2H); choosing
a appropriately gives the conclusion. O
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Remark 5.2 Up to technicalities, the proof readapts to the case of time-dependent drifts
B: () = by * u with b satisfying Assumption 3.12, with the same conclusion that
b e LL.CL.

Lemma 5.1 shows that in this setting the effective drift »* is much more regular
than the original b, to the point that the SDE associated to b* can be solved classically.
However in order to give meaning to the DDSDE, it suffices to know that " satisfies
the weaker Assumption 3.12; for this reason we expect the criteria coming from
Theorem 2.4 to be suboptimal for convolutional DDSDEs (5.1), as they don’t take
into account the different regularity of b and b*.

A partial improvement of those results is given by Theorems 2.6 and 2.7, whose
proofs are presented respectively in Sects. 5.1 and 5.2; they rely heavily on general
results presented in Appendix A, especially Lemma A.7 and Corollary A.9. The first
provides the basic estimate [|b * (u — V)”Bgo,oo < ||b||ngO, which is true for all
measures i,V € P(]Rd); while the latter shows a similar result under additional
assumptions on p and v but requiring less integrability on b (in the sense that b is only
required to be in B , instead of B, ). For example, a special case of Corollary A.9
provides the estimate [[b * (1 — V)| ga—1 < 1blIBg dr (, v)(1 4 lltllza[IvllLe), as
long as the relation 1 < r/p + 1/¢ holds.

Before moving further, let us rigorously define what we mean by solutions here,
although the concept is very similar to that of Definition 4.2.

Definition 5.3 Fix H € (0, 1); let (2, F, P) be a probability space, (X, &, W) be a
Cr x R? x Cr-valued random variable defined on it with Lp(&, W) = o @ n!’ and
b be a distributional drift. We say that X is a solution to the DDSDE (5.1) associated
to (uo, b) if setting u; := Lp(X,), b,“ := b, * Uy, X satisfies the SDE

t
X,=s+/ bE(Xy) ds + W, Viel0,T],
0

where we additionally require that either:

i. b* satisfies Assumption 3.12 and the SDE is interpreted in the sense of Defini-
tion 3.4, or
ii. b* € LITC)? and the SDE is interpreted in the standard integral sense.

All the concepts of weak solution, strong solution, pathwise uniqueness and uniqueness
in law are readapted similarly.

A major role in the proofs of Theorems 2.6 and 2.7 is given by the following
conditional uniqueness result.

Proposition5.4 Let H € (0,1), p € [1,00), p’ its conjugate exponent; let b be a
distributional drift satisfying one of the following conditions:
i IfH > 1/2 thenb € C§¥ LY and b € CYBY , witha > 1 — 5.

ii. If H<1/2thenb e LB , witha > 1 — 55 + 7.
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Assume furthermore that for a given wo € LY there exists a weak solution X to the
DDSDE (5.1) associated to (Lo, b), satisfying

sup [[L(X)Il, < oo. (5.2)
t€[0,T] x

Then X is a strong solution; moreover it is the unique one (both pathwise and in law)
in the class of solutions satisfying condition (5.2)

Proof We handle the cases H < 1/2 and H > 1/2 slightly differently.

The case H < 1/2.Firstobserve that, if X satisfies (5.2), then by Young’s inequality
b = b.xL(X.) € LY B% . ;inparticular b* satisfies Assumption 3.12, Definition 5.3
is meaningful and X is necessarily a strong solution.

Now let X?,i = 1,2, be two solutions to (5.1) satisfying (5.2); as they are both
strong solutions, by the usual arguments, we can assume them to be defined on the same
probability space, w.r.t. the same (£, W), and we only need to check that X' = X?
P-a.s. Moreover thanks to the strict inequality o > 1 — ﬁ + HLq here we can assume
wl.o.g. g < oo.

Fori = 1,2, set ui = L(X!); as b * u' both satisfy Assumption 3.12, we may
apply Corollary 3.17 to find

sup dy(uf.py) < sup E[IX! — X7|"]1 < E[IX" — X?|}]
te[0,T] t€[0,T]

1 2 !
b (! = iy o
T Doo,00

< ' Lyr’ 27
S Wl gy T+ 20 ) < 00

In particular the quantity dr/(utl, u,z) is finite for any r’ € [1, 00) and any ¢ € [0, T].

We now wish to apply Corollary A.9 from Appendix A to obtain better control on
the difference of the drifts b ! — b+ 2. To do so observe that, under our assumptions
on the parameters («, g, p), we can find new parameters (s, r) € (1, oo)2 with s large
and r close to 1 such that

d 1 1
a—=>1-—

r
—, 1+ -< 53
s 2H Hgqg + s * (53)

1
?.

S|

For this choice, set & := o — d/s; by construction the parameters (p, p’, s, r) satisfy
the assumptions of Corollary A.9 from Appendix A; its application, together with
standard Besov embeddings, yields

1 2 1 2
b (1) — 1Pl gamt S by (1] = )| g

1,1 2
S Ibdliss, eed 1))+ 1i?

1/r

Lo (s 1)

@ Springer



294 L. Galeati et al.

Now since under (5.3) the triple (&, ¢, H) also satisfies (3.12), we can again apply
estimate (3.17) from Corollary 3.17 to find

dy g 1) < IX] = X7 N/ 1w + (bt = 1)1

a—1
Bocoo

t
5f 15l % dpr (e, 12)7 du.
0 p.p

Applying Gronwall’s lemma we conclude that d, (u}, /le) = 0 and so ,u,l = pL,z for
all € [0, T]. Thus, X' are solutions to the same SDE and therefore X! = X2 P-a.s.

The case H > 1/2. We argue essentially in the same way, only this time checking
that X is a strong solution starting from the available information on b and £(X.) is
less straightforward.

First observe that Young’s inequality still provides b* € C;.C 9C¢, so that by Defi-
nition 5.3 the DDSDE is meaningful in the classical integral sense In order to check
Assumption 3.12 for b* (which implies X being strong), it remains to show that
bxue C‘%HCB for some & such that

l——<a<a.

2H

By addition and subtraction, b;‘ — bt = (by — by) * pur + by x (s — [s); by the
hypothesis on b, w, we can estimate the first term by

I(br = bs) * psllco < Ibr = bsllrllll, o, S 16— s|“M. (5.4
, or?

Since X is solution to the SDE X, = & + fé b (Xy)ds + W, for any r’ € (1, 00) it
holds

' H
dp (es s) < I1Xe = Xl < 0% i llgecy 11 = s+ IWe = Wsll S 12 =17

Now similarly to the case H < 1/2, choose (s, r) € (1, oo)2 such that

d 1
ad=a——>1—-—, 1+£§
S

K 2H +

1.
;’

NS

Applying Corollary A.9 and the previous estimate for d,/ (1, ts), we then find

e s (= ) g1 S dor (e, 1) S 1t =51

On the other hand, since b € C(T) Bg pand pu € L°°Lp / , by Young’s inequality, we

have ||b; * (,u,t - ,us)|| B% o < 1. We can now interpolate between the two estimates:
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choose =& € (0, 1),sothatf(@ — 1) + (1 — O)a = (1 — a&)(x¢ — @) > 0, then by
the embedding BS, ., < CY for & > 0, we obtain

1—a |0{H

be s (y = i llco S Nb s (i — ) e N1be * (g — wuBale

00,00

So we conclude that bx ' € C% Cf DC?H C)?, where by constructiona > 1— 1/2H).
The second part of the argument, concerning the comparison of two solutions X*
satisfying (5.2), now proceeds identically as in the case H < 1/2. O

5.1 Distributional kernels with bounded divergence

Proposition 5.4 reduces the problem of uniqueness of solutions (in a suitable class) to
that of establishing their regularity, in the sense of equation (5.2).

One classical way to show that the condition po € LY s propagated at positive
times, which has been exploited systematically after [12], is to impose boundedness
of divb; in the setting of DDSDEs with general additive noise and regular drift b, an
analogous statement can be found in [19, Proposition 4.3].

Proposition 5.5 Let H € (0, 1), g € (2,00], p € [1,00), p’ its conjugate exponent.
Let b be a distributional drift such that divb € L1 L% and either:

Hpp 0B 1
i IfH > 1/2,thenb e C3" Lx NC;B forsomea>1 57

ii. IfH <1/2, thenb e Lq B¢ forsomea >1-

T-p.p 2H+Hq'

Then for any ug € L? / there exists a strong solution to the DDSDE (5.1) associated
to (Lo, b), which moreover satisfies L(X.) € L%OL,IC7 .

Proof We start by dealing with the case H < 1/2; at the end of the proof we explain
how the reasoning needs to be modified for H > 1/2.

The case H < 1/2. In this case we can assume w.l.o.g. ¢ < oo; recall that if f”
is a bounded sequence in Lq B%, o> for (@, ) satisfying Assumption 3.12 such that

f*— fin Lq B%~! then by Corollary 3.17 the associated solutions

00,00
t
X' =¢ +/ FUXDYds + W,
0

converge to the unique strong solution X of the SDE associated to (§, W, f) (we
can assume {X"},>1 and X to be defined on the same probability space for the same

&, W)).

Given b as in the hypothesis, consider a sequence of smooth, bounded functions
b" such that b" — b in L(}B;‘,‘p with ||divbn||L1TL§° < ||divb||LlTLgo; let X" be the
solutions to

t
X" =+ / b 5 LX) (X™)ds + Wi,
0
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whose existence is granted by classical results (see e.g. [11, Theorem 7]) and set
wy = L(X}). By [19, Proposition 4.3], there exists C = C(||divb||L1TLoo) > 0 such
that

sup sup |

/= Clipoll, < oo
neNte€[0,T] X

LY
As a consequence, each X" solves an SDE with drift f" = b" x u" satisfying

sup | f"llage  Ssup 1Bl g e sup sup (il S Clbllgage llpoll, ,» < oo
neN 17ee% T heN ToPP peN1€l0,T] Ly b L

In turn this implies by Remark 3.19 that for any fixed ¢ > 0 we have the uniform
estimate sup, E[[X"]cn--] < o0; since moreover X} = & for all n € N, we can
conclude by Ascoli-Arzela that the sequence {X"},>1 is tight in C7. We can then
extract a (not relabelled) subsequence such that £(X") converge weakly to some
u € P(Cr); consequently py—pu; in P(Rd) for any ¢t € [0, T], where u; = e/l
and ¢, : C7 — RY is the evaluation map. It follows from the uniform estimates that
IIMzIILff = Cllnolly, as well.

We claim that the drifts f" = b/’ % ! converge to f; := by * ju; in L7 B2 . Once
this is shown, by the initial observation the solutions X" must converge to the unique
solution X associated to (&, W, f); then it must hold L(X;) = wu;, fi = by % L(X;)
and so we can conclude that X is a solution to (5.1) with the desired regularity.

It remains to show the claim; to this end, we set
S = fi =0 x () — w) + (bf —by) * puy =: g + hy.

By Corollary A.5 in Appendix A, g} — 0Oin Bg‘qoo foralla <wandae.t €[0,T];
the bound |g}'| < ||b,||3;§vp(||uf’||Lpr + ||/L,||Lpr) and dominated convergence imply

that g" — g in L‘;Bg‘o’ oo forall @ < a. For A" we have the estimate

lim ||A" < su lim [|p" — b =0.
i ll ||L‘§Bg0oo =< IE[OPT] ”MIHLf/ Jm Il ”Lqufi,p

Hence we have shown the claim and thus the conclusion in this case.
The case H > 1/2. As in the proof of Proposition 5.4, in this regime £(X.) €

L%OL,’Cj "is not enough to deduce straightaway that b+ £(X.) satisfies Assumption 3.12;
however up to technical details, the proof is almost the same as above.
Specifically, we can consider a sequence {b"}, of smooth functions, uniformly

bounded in C ”T‘H L’nc (% B} ,, with divb" uniformly bounded in LITL)‘EO and such

that b — b in L? B, , for any g < oco. Then exploiting the a priori bound from
[19, Proposition 4.3] and the argument from Proposition 5.4, one can derive uniform
estimates for the solutions X" associated to X and finally pass to the limit with the

help of Corollary 3.17.
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Alternatively, let us mention that the existence of a weak solution X satisfying

L(X.) e LC}OL)’C7 "in this setting can be obtained by an application of [19, Proposition
4.4]. O

Proof of Theorem 2.6 1t is now an immediate consequence of Propositions 5.4 and 5.5.
O

5.2 Integrable kernels

We now restrict ourselves to the case H < 1/2 and drifts b € L?Lfg ; in this setting
we can present a second route to establishing existence of a solution with sufficiently
regular law, to which we can apply Proposition 5.4.

Before proceeding further, let us explain why it is reasonable to expect so. By the
Besov embedding Lf — B;O‘féf , drifts b € L?Lf satisfy Assumption 3.12 if and
only if

-+ — < - —H,; (5.5)
p

however, differently from the class L7 B . forb e L% LY itis known after the works

[32, 38] that Girsanov transform (and thus weak existence and uniqueness in law for
associated SDEs) is available as soon as

Hd

+ — (5.6)
p

<

Q| =
N =

As already seen in Sect. 3.4, Girsanov transform allows to deduce information on the
regularity of £(X;), which in turn provides higher regularity of the effective drift b*
for the convolutional DDSDE. In particular, we may hope that starting from b € L‘; LY
for (¢, p) satisfying (5.6), we end up with b* € L. LY with (G, p) satisfying (5.5).

At a technical level, we will proceed similarly as in Sect. 5.1, first establishing
uniform a priori estimates for regular b and then running an approximation procedure.
We start by establishing the recalling and improving the available results on Girsanov
transform; as we are only interested in smooth approximations, for simplicity we
restrict to regular drifts.

Lemma5.6 Let (2, F, P) be a probability space, (&, W) a RY x Cr-valued rv. on it
with Lp(E, W) = uo ® quor some H < 1/2 and let f : [0, T] x RY - RY pe a

globally Lipschitz drift, f € L‘;Lf for parameters (p, q) € [1, 00)? satisfying (5.6);
let X be the unique strong solution to

t
X,:s+/ F(Xo)ds + W, Viel0,T].
0
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Then there exists a measure Q equivalent to P such that Lo(X) = Lp(§ + W) and
there exists an increasing function F, depending on H, T, p, q, such that

11«:@[(;15)"] +EQ[<%)H} < F(n.11fllg,0) <00 YneN

where the estimate does not depend on o nor the specific function f.

Proof For deterministic initial data &€ = xg € R4 (equiv. uo = dy,), the statement is a
direct consequence of [32, Lemma 6.7], where it is already stressed that the estimates
only depend on || | LeLh but not on x¢ nor the specific f. The proof for random initial
data & independent of W is now identical to that of Corollary 3.18; the estimate not
depending on & follows from the property that || f (xo + )ll g 7 = /]l ¢ ,» for all
X0 € Rd. O

The nextlemma shows that the initial regularity of (1 is propagated at positive times,
establishing useful a priori estimates; the proof is similar to that of Proposition 3.21.

Lemma5.7 Let &, W, X, f, (p,q) be as in Lemma 5.6 and assume jo € L', for
some r € (1, 00), then

sup IICP(X,)HU <oo Vrie(,r).
te[0,T]

Proof Fix 7 < r and denote by 7' the conjugate exponent of 7; take ¢ > 0 such
that /(1 + ¢) = 7. Let Q be the measure given by Lemma 5.6 such that Lo(X) =
Lp(E + W); since dP/dQ admits moments of any order, for any g € C° (RY), by
Holder

dP
(g, L(X))| = Ep[lgl(X1)] = EQ[|8|(X1) @}

= Bl 0] o[ ()]
<. Eplgl"* & + W]
= (Il o * Lp(W)) ™
where in the last passage we used the fact that & and W; are independent under P.

Recalling that £L(W;) is a probability measure, by Holder’s and then Young’s inequality
we arrive at

(g, LX) Se |||g|1+8|| s o+ LW, e S gl raser ol e = llglz ol zr e

As the estimate is uniform over all g € C° (RY andt € [0, T, by duality we deduce
that

l+£

sup [[L(XOllzz Se lloll "
tel0,T]
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as the reasoning holds for all 7 < r, the conclusion follows. O

We are now ready to prove the existence of solutions to the DDSDE (5.1) for
b € L1 LY and sufficiently integrable 1.

Proposition 5.8 Let H < 1/2, (p,r,q) € [1,00) x (1, 00) x (2, oo] such that
5.7

1 11
—4Hd(—+--1

) 1 1 Hd 1
q p r

- —-H, —+— <=
= 2 q + P = 2
Then for any b € LqTLfC7 and any o € L', there exists a strong solution X to the
associated DDSDE (5.1), which moreover satisfies L(X.) € L%OLifor anyr € [1,r).

Proof We pursue the same general strategy as in the proof of Proposition 5.5.

As condition (5.7) only contains strict inequalities, w.l.o.g. we can assume g <
00; consider a sequence {b"}, of Lipschitz, compactly supported functions such that
b" — bin L%L;’C’ and ||b"||Lc%L§ < ”b”L?ij- It follows from [11, Theorem 7] that
for every n there exists a unique solution X” to the approximating DDSDE

t
Wzéﬁé@ﬁ@@@m+m,ﬂ=aﬂl

In particular, each X" is also a solution to an SDE with drift f" := b} x £(X}') and
by Young’s inequality

sup | /"l s 10 < sup 16"l 0 10 < 1Bl 10
n n )
Therefore we may apply Lemmas 5.6 and 5.7 to obtain the uniform bound
sup ||Mn||L<;OL; <0
n

forall 7 € [1, r). Applying Holder’s inequality to the integral in time and and Young’s
inequalities to the convolution in space, we find

sup ||b" * u" ;< 00
np” M”L‘}Lf

for any p < p, where

1 1 1
I+—-—=-+—.
p r.p
Using the fact that p can be chosen arbitratrily close to p and that the first inequality
in (5.7) is strict, we see that the family {b" % 1"} is bounded in L‘;Lf for parameters
(g, p) satistying
1 Hd 1
-+——<s—-H
qg p 2
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but this is exactly condition (5.5), i.e. the regularity regime in which we know how to
solve the SDE in a strong sense. On the other hand, the uniform bound for ||5" || L4Ly

and the use of Girsanov transform allows to derive a uniform bound for E[[X"] z_.]
for any & > 0; together with Xj = & for all n this implies tightness of {X"},, so
that we can extract a (not relabelled) subsequence such that £(X")—pu in P(Cr),
wi—u; = e forallt € [0, T].

From here, the argument is almost identical to that of Proposition 5.5: once we
show that " % u" — b * w in a sufficiently strong topology, then by Corollary 3.17
the solutions X" will converge to the unique strong solution X associated to (b u, &),
which must therefore be a solution to the DDSDE associated to g = £(&) and b.
By the uniform bounds on {u"}, and weak convergence u)—pu; = L£(X;), we also
deduce that £(X.) € L(}OLfC forall 7 < r.

Since by construction »" — b in LY LY, u?—pu, and {b" * u"}, is bounded in
L%Lf for some (g, p) satisfying (5.5), we can apply Corollary A.6 from Appendix A
to deduce that (up to further relabelling p — ¢ into p) b" * u" — b p in L?Lf .

In light of the embedding L’;Lfc3 — L?Bgo‘fég and Corollary 3.17, this implies the
conclusion. O

We are now ready to prove the main result of this subsection.

Theorem 5.9 Let H < 1/2, (p,r,q) € [1, 00) x (1, 00) x (2, o0] satisfy (5.7). Then
forany b € LqTLf and o € L', then there exists a strong solution X to (5.1), which
satisfies L(X.) € LC}OLi for any ¥ < r; pathwise uniqueness and uniqueness in law
hold in the class of solutions satisfying this condition.

Proof The proof is based on a (non-trivial) combination of Propositions 5.4 and 5.8.

Under our assumptions, the existence of a strong solution such that £(X.) € L‘;OL);C
for any 7 < r is granted; in particular if » > p’, then we can choose 7 = p’ and then
assumptions of Proposition 5.5 in this case are satisfied thanks to the embedding
LILY — L}B,*, forany & > 0, giving the uniqueness part of the statement. Up
to technicalities the borderline case r = p’ can be treated similarly, exploiting the
embedding L%L;’Z — L? B;% for some p = p(¢) > pchosensothat1/F+1/p = 1.

Thus it remains to study the regime r < p/, equivalently r’ > p; in this case we
can choose 7 < r such that 7 > p as well. By Besov embedding it then holds

1 1 1 1
LILY < BY ., for ai=—d|—— = |=—d|l—-+=-—-1);
o p 7 p r

to verify that b satisfies the assumptions of Proposition 5.4, it then suffices to check
that

1 1 1 1
—+Hd|—+=--1)<<-—H;
q p T 2

since 7 can be taken arbitrarily close to r, this follows from the first strict inequality
in (5.7). O
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Remark 5.10 For r > d/(d — 1), condition (5.6) implies condition (5.7). Therefore
Theorem 2.7 is a particular subcase of Theorem 5.9.
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Appendix A. Some useful lemmas

We collect in this appendix several technical lemmas of analytic nature that have been
used throughout the paper. We start with useful facts on the identification of elements
of dual spaces.

1
loc

Lemma A.1 Suppose f € L; ([0, T] x Rd), q € [1, 00) and there exists a constant

C such that
/ f@. )¢, x) dtdx < Cligll 4,
[0,T]xRd T

for all compactly supported ¢ € L*([0, T] x RY). Then f € L‘;L}( and ||f||L‘§L}
<C.

Proof Fix M > 0 and set

g = /Rd [f@ L ry1<m(x) Liyj<pr dx,  h(z, x)
= g! sen(F(t, )L pyjem (0) Liwj<as

then by assumption

1-1/g
[ terar= [ e aiasc= ciny, =C(/ |g,|qd,) ,
[0,7] [0, T1xRe Li LY [0,7]

namely

q 1/q
(/[‘0 - </]Rd [f (N r1<m ) Lixj<m dx) dl) <C.
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Taking the limit M — oo gives the conclusion. O

1
loc

LemmaA.2 Suppose f € L} ([0,T] x RY), g € (1, 00) and there exists a constant

C such that
/ f@, ), x) dtdx < Clell 4,
[0,T]xR4 Ly Ly

for all compactly supported ¢ € L*([0, T1xR?). Then f € L%Lﬁo and ||f||L‘§L§° <
C.

Proof Fix R > O and set D = {x € R? : |x| < R}; we can identify Ll[’) = LP(D)
as the subset of L”(R?) made of functions supported on D, similarly L‘;Lg as a

subset of L%Lfg. Observe that for p > 1, L?L% — L‘},L]D with ||f||Lq,Ll <
T ™D
(cgRHVP' I £l By hypothesis f defines an element of the dual of LqT LIZ), thus

by duality

q ;p-
Ly Ly

£, < CcaRHP Vp' e (1, 00).
T=D

Since D has finite measure, || g|| Ly = lim,_ o [Ig]l L for all measurable g; taking

p’ — o0 in the above by Fatou’s lemma we obtain
< C:
”f”L?LZO =0,

as the reasoning holds for any R > 0, the conclusion follows talking R — oo. O

The next statements concern the compactness properties of convolutions, specif-
ically how weak convergence of measures is enhanced to strong convergence of
associated functionals b * (.

LemmaA.3 Let b € LY with p € [1,00) and {"}n, C PRY) such that u"—p
weakly, then

lim [|bs%u" —bs*pll,r =0.
n—oQ X

If moreover {u"*},, is bounded in L', withr > 1, then b wt — bxpin Lf? for any
p € [p, ) s.t.

11 1
l+—=>—+-. (A1)
pop v

Proof Given h € R¥, define the translation operator 7, : f > f(-+h) actingon LY.

Recall that any given b € LY is equicontinuous, in the sense that tjnb — ;b in LY
for k" — hinRY,
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Since u"—pu, by Skorokhod’s representation theorem we can construct a prob-
ability space (€2, F,P) and a family of r.v.s {X"},, X on it such that Lp(X") =
u", Lp(X) = pand X" — X P-a.s.; it then holds

1% p" — bk el

o= [ B = X"~ bx = X017
x R4

< E[/ Ib(x — X™) — b(x — X)|P dxi|
R4
= B[ llrxnb — wxbl!, |

where in the second passage we used Jensen’s inequality. By the aforementioned
equicontinuity it holds ||tx»b — txD|| L= 0 P-a.s. and we have the uniform bound
ltxnb —Txb|| Lr = 2111 L thus the first claim follows from dominated convergence.

Regarding the second claim, Young’s inequality gives a uniform bound for {b * u"*}

inLy for 1 +1/p=1/p+1/r; combined with convergence in LY and interpolation
estimates, we deduce convergence in LY for any p € [p, p). O

Remark A.4 1In the borderline case of b € LY and {;"*},, bounded in L% /, then {b*xu"},
is a bounded sequence in Co(R?), which denotes the Banach space of continuous
functions vanishing at infinity, endowed with the supremum norm. In this case it can
be shown that {b * 1"}, is also equicontinuous, so by Ascoli—Arzela it converges to
b *x p uniformly on compact sets.

CorollaryA.5 Let b € B, , with p € [1,00), « € R, and {u"}, C P(RY) such that
w—u weakly, then b u" — b* u in B;’,"p; if moreover {"}, is bounded in L' with
r>1,thenb*xu" — bxuin Bg ﬁfor any p € [p, o) satisfying (A.1). Finally, if

1 1
—+-<1,
p r

then b x u" — b pin Bg‘o)ooforany& < a.

Proof Observe that A;(b * u" — b * u) = (A;jb) * (u"* — u), so by Lemma A.3
1A;(b*p" —bx ,u)||L§ — 0 for any fixed j € N. Moreover

1) * (" _M)“IL’f <, ||Ajb||if with Zzajp||AJ'b||if < o0
J

therefore by dominated convergence

: n __ 14 _1; ojp X n __ P _
hlm 6 p" —b *MIIBng = lllmZZ (A ;D) * (1 mlpp = 0.
J

The second statement follows as before by interpolation between convergence in Bg’ »
and boundedness in Bg’ 5 with p satisfying the equality in (A.1).
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Finally, if 1 > 1/p + 1/r, then condition (A.1) is satisfied for all p big enough;
the conclusion then follows from convergence in Bg P and the Besov embedding

—d/#
BY . B, O
Corollary A.6 Let p,q € [1,00), {b"}, C L?Lf be a sequence such that b" — b

in L%L,’?; moreover let {1, 1} C CrP(R?) be such that Wi —p; weakly for every
t € [0, T] and such that

sup sup |||l + sup [lpllLr < o0
neNte€[0,T] te[0,T]

for some r € [1,00]. Then b" x u" — b * u in L‘;Lf? forall p € [p, 00) satisfying
(A.1).

Proof 1t suffices to show that b % u" — b in L?L fc’ ; once this is done, convergence

in L%Lf follows as usual by interpolation and boundedness in L‘%Lf;7 , which comes
from the assumptions and Young’s inequality. It holds

1" * Mn”[“;[‘f < (" —b) * Mn”]“;Lf +lb* " — b x M”L;Lﬁ
where we can estimate the first term by || (b" —b)*/Ln”L?Lf < ||b" _b”L‘ﬂf — 0. For
the second term, by Lemma A.3 and the assumptions it holds [|b, * (u} — )|l = 0
for Lebesgue a.e. t € [0, T], as well as ||b; * (u} — u,)lng < 2||b,||L€; thus by

dominated convergence we infer ||b % " — b * || L = 0 as well. O

LemmaA.7 Forany p € [1,00) and a € R there exists a constant C = C (o) such
that

6% (e = V)l a1 =< ClIbllBg, o dp(t; v)

forallb € Bg, o and p,v € P(RY).
Proof It’s enough give the proof for p = 1, as the general case follows from

di(u,v) < dp(u,v); we can assume di(u,v) < oo, otherwise the inequality is
trivial. By Bernstein estimates, reasoning on Littlewood-Paley blocks, we have

155 (= W)l ga1 = sup {27 V1I(A,D) * (1 = V) 1¢ }
’ n
< sup 2"V Ab|l 1o} di (e, v)
n X
< sup {2 | Ab e Y di (e, v) = IIbll g, ., di (e, v)
n
which gives the claim. O
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The last statements we are going to provide concern the continuity of the map
W +— b * u in suitable topologies. Their proof require the use of maximal functions
and their basic properties, which we recall first; we refer the interested reader to [43]
for their proofs.

Given b € L? (Rd), p € [1, oo], its maximal function Mb is defined by

1
Mb(x) := sup T / |b(y)| dy
r>0AdT B(x,r)

where 14 stands for the Lebesgue measure of B(0, 1) in RY. It is well known that if
p e (1,00], then Mf € LP(R?) and

IMbllp < ca,pllbllp

for some constant ¢z, > 0; similar definitions and properties hold in the case of
vector-valued drifts b € LP(R%; R™) (in which case ¢ = Cd,p.m)-

If b € WhP(R?; RY), then there exists a Lebesgue-negligible set N R and a
constant ¢; > 0 such that the Hajlasz inequality holds:

b(x) — b(Y)| < cq |x — y| (MDb(x) + MDb(y)) Vx,y eRI\N. (A2)

The above and similar inequalities (see [7, 8] for recent asymmetric extensions)
allow to control the map p — b * p in Wasserstein spaces.

LemmaA.8 Let (p,q,r,s) € (1, oo)4 be such thatr < p A's and

1

1+ <l 4 (A3)
sTp g

Then there exists a constant C, depending on d and the above parameters, such that
forany b € W;’p and ., v € L1 it holds

1 1
16% (1 = vy < CUBly 10 (lely + 1V1Y) drr(a )

Proof 1fd,/(u, v) = 400 the inequality is trivially true, so we can assume d,/ (i, v) <
oo; moreover since u, v € LY for any § € [1, ¢], w.l.o.g. we can assume equality
holds in (A.3).

Let m € II(w, v) be an optimal coupling of (i, v) for d,»(u, v) and let N C R4
be as in (A.2); since u, v are absolutely continuous w.r.t. Lebesgue, it holds that
m((N x RY) U (R? x N)) = 0. Therefore we can apply (A.2) for any fixed x € R?
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to find

b % (1 — v) ()] = ‘ fﬂw[b(x — ) — b(x — ) m(dy, d2)]

S /Zd |y =2l (MDb(x — y) + MDb(x — z)) m(dy, dz)
R

, 1/r'
= (/ ly =zl m(dy,dz)> (/ [MDb(x — )
R R2

1/r
+ MDb(x — 2)|" m(dy, dz))

1/r
< dy (e, v) [( /R IMDbx = I u(dy))

n (/ \M Db(x — z)Irv(dz)>l/r:|.
Rd

Observe that
r 1r r 1/r
([, 1MDbC—yI"u@y) " = (MDbI" %) ()
R
and by assumption (A.3) and Young’s inequality it holds

1 1 1
1M DbY 5 )y = NMDBI" 5 ull ), S NMDBY I, el

1
= IMDb Il
Together with a similar estimate for | M Db|*v and the property | M Db|| LP < |1b] wies
combining everything we arrive at

1 1
165 (1 = vy S 161 o (lelly + V1) dr (e, v)

which is the claim. O

Corollary A9 Leta € R, (p, q,r,s) asin Lemma A.8. Then there exists a constant C,
depending on d and the above parameters, such that for any b € Bg, » and ju,v € L

1 1
6% (1 = )l g < Clblg, (Il g+ W1 do e, v)

p.p

Proof Let A ;b denote the Littlewood—Paley blocks of b, then A;(b * (u — v)) =
(Ajb) * (u — v). By the previous lemma and Bernstein estimates, one has that

1 1
1855 % (1 = vy S 185l yrp (Ml g+ V114 ) dy (e, )

j 1 1
S 208501 (Ily + V1) dr G, v):
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moreover assumption (A.3) implies s > p. Therefore we have

S . s\ 1/s
1% (= V)l e, = 2@V )(A b) * (1 — v)nL;] )

|
™

T s\ 1/r 1/r
247 A bl | ) (hell g+ V1) dr . v)

N
—
™

- 1/p
j P 1 1
< <§ 2478 bl | ) (lllly + V1) dre (e v)

which gives the conclusion. O
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