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A B S T R A C T   

In this study, we have proposed the use of time-sensitive networking (TSN) technologies for the distribution of 
the interlock signals of the machine protection system of the future IFMIF-DONES particle accelerator, required 
for implementing the protection mechanisms of the different systems in the facility. Such facilities usually rely on 
different fieldbus technologies or direct wiring for their transmission, typically leading to complex network 
infrastructures and interoperability problems. We provide insights of how TSN could simplify the deployment of 
the interlock network by aggregating all the traffic under the same network infrastructure, whilst guaranteeing 
the latency and timing constraints. Since TSN is built on top of Ethernet technology, it also benefits from other 
network services and all its related developments, including redundancy and bandwidth improvements. The 
main challenge to address is the transmission of the interlock signals with very low latency between devices 
located in different points of the facility. We have characterized our initial TSN architecture prototype, evaluated 
the latency and bandwidth obtained with this solution, identified applications to effectively shape the attainable 
determinism, and found shortcomings and areas of future improvements.   

1. Introduction 

An interlock can be defined as a protection mechanism to prevent the 
malfunctioning of part of a system. It generates signals, the interlock 
signals, to indicate actions that must be performed when a value has 
been detected out of its allowed range, or to grant permission for another 
action once a previous process has taken place. These mechanisms can 
be found in many different areas such as particle accelerators [1,2] or 
clinical applications [3,4]. In the case of particle accelerators or indus
trial plants, the interlocks are an indispensable part of what is often 
called the machine protection system (MPS) or interlock system, which 
oversees the protection of the systems of the whole facility. In such fa
cilities, there are protection mechanisms involving multiple systems of 
the facility that can be located far from each other (intersystem in
terlocks), requiring the reliable exchange of interlock signals with 
relatively low latency. They are transmitted through a communications 
infrastructure which may use different technologies depending on their 
criticality and requirements. These technologies may lead to the 

utilization of different protocols and the deployment of more than one 
physical network, which can incur in high maintenance costs, interop
erability and scalability issues, eventually resulting in complex com
munications infrastructures. 

In large facilities with many operating dependencies between sys
tems, the control of the systems of the plant is handled by separating 
them into central and local systems. Similarly, the interlocks are sepa
rated between central and local interlocks [5]. The former corresponds 
to the intersystem interlocks, which are managed by the central MPS of 
the facility. The central interlocks involve more than one local system 
and therefore their implementation must be consistent with the inter
lock signals coming from and sent to every local system. On the other 
hand, the local interlocks are concerned with the protection of one 
specific local system and are managed by their respective local MPS. The 
local MPSs manage all the interlock signals coming from the sensors and 
trigger the tasks of the corresponding actuators. These latter ones are 
almost exclusively designed and implemented by the contributors to 
that specific local system. 
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Most of the interlocks are implemented using programmable logic 
controllers (PLCs), field-programmable gate arrays (FPGA)-based de
vices and hard-wired logic (relay-based logics, dedicated logic cards or 
cables), which receive the signals coming from sensors as inputs and 
output the control decisions to the actuators [6]. The selection of one 
technology or another for an interlock depends on its maximum allowed 
response time. Moreover, the real-time control (and supervision) of PLCs 
and FPGA-based devices is achieved by using real-time communication 
protocols typically based on fieldbuses, such as Profinet and EtherCAT 
[7]. It may be possible that more than one communication protocol 
could be needed at the same time for the transmission of interlock sig
nals. For the implementation of central interlocks, the transmission of 
data from the local MPS to the central MPS through this real-time 
infrastructure must be performed with low latency, so that the 
response time deadlines are always met. In the case of local interlocks, 
this issue can be easily addressed since the number of devices involved is 
much smaller. 

This is shown in our contribution with the use of a time-sensitive 
networking (TSN) solution tailored to the use case of international 
fusion materials irradiation facility-DEMO oriented neutron source 
(IFMIF-DONES) which will be presented in detail throughout the rest of 
the manuscript. Hence, the current section finishes with the presentation 
of the motivation and use case of our study. After that, Section 2 ana
lyzes the current design of the interlock network of the plant used for 
this study and proposes an alternative solution based on the deployment 
of a TSN system. Next, we have evaluated the attainable performance of 
our proposal with the experimental setup introduced in Section 3. 
Finally, we present the conclusions and outline the main areas of future 
research in Section 4. 

1.1. Motivation 

The integration scenario of this study is in the framework of the 
future research infrastructure of IFMIF-DONES; and more specifically it 
analyzes that of its MPS, which is part of the instrumentation and control 
(I&C) system. The DONES I&C system coordinates the entire operation 
of the plant using a two-tiered architecture: the central systems, which 
receive the name of central instrumentation and control system (CICS), 
and the local systems, which receive the name of local instrumentation 
control subsystems (LICSs). The design of this facility is currently under 
development, and it will be used to evaluate the characteristics of 
different materials for their utilization in the construction of future 
fusion reactors [8,9]. The LICSs are responsible for a set of 
application-related subsystems, and the CICS coordinates their opera
tion and interactions. It consists of three main systems: control data 
access and communication system (CODAC), machine protection system 
and safety control system (SCS). A complete description of the three 
systems and their CICS-LICS interactions can be found in [9–11]. The 
three systems have their corresponding representation at the CICS and at 
each LICS by means of different hardware components (e.g., control
lers). This approach is similar to that present at the international ther
monuclear experimental reactor (ITER) [12]. 

1.2. Use case 

We are working on the design of a unified network infrastructure that 
can aggregate all types of signals needed to implement the central or 
intersystem interlocks. This design features the emerging TSN technol
ogy, which is based on a set of standards enhancing Ethernet systems 
[13]. Thus, it aims to simplify the deployment of the network infra
structure of the MPS, whilst meeting all its time constraints. 

The MPS system of IFMIF-DONES is based on three different archi
tectures according to the maximum response time of the interlock ac
tions, which are: 

• Slow architecture, for relaxed response times: more than 300 milli
seconds (ms).  

• Fast architecture, for tight response times: ranging from a few ms to 
300 ms.  

• Hardwired architecture, for the most demanding response times: less 
than 30 microseconds (µs). 

These architectures are used to categorize the different central in
terlocks (and thus the interlock signals required for their logical oper
ations). Three different system protection modules (SPMs), which are 
specific modules of the MPS in charge of the intersystem interlocks and 
events management, implement the different architectures. One of the 
key points for their implementation is the latency in the propagation, 
which for some signals is required to be low and to also have low jitter. 
Apart from the interlock signals, there are also some non-critical data 
that are transferred from the local MPSs to the central MPS for super
vision and representation purposes. 

With the utilization of TSN technology, all the signals required for 
the implementation of the central interlocks can be aggregated over the 
same network infrastructure. This would guarantee high data band
width and determinism (bounded end-to-end latency), as well as low 
latency. Although there are other solutions than can achieve latencies in 
the order of the microsecond [14], such as EtherCAT or FOUNDATION 
fieldbus [15], TSN provides higher bandwidth. Moreover, it would solve 
the interoperability issues that can be found when different fieldbus 
technologies are used. Additionally, there is documentation available for 
the integration of Profinet and EtherCAT with TSN [16,17]. These fea
tures allow TSN to simplify and reduce the costs of the deployment of the 
network by reducing wiring and using one single infrastructure and 
technology for the distribution of all the interlock signals; and hence 
effectively become a convergent system. Consequently, the focus of this 
contribution lies in the study of the mechanism for exchanging the 
interlock signals between the central and the local MPSs to implement 
the central interlocks. 

2. Design 

A block diagram of the current architecture of the MPS network 
infrastructure and the interactions between the CICS and the LICS levels 
is depicted in Fig. 1. The top part represents the central MPS which in
cludes a server and the SPMs. The central MPS is based on redundancy of 
the entire system. The server manages the communications with the 
CODAC system via the CODAC interface module, which serves as a 
gateway, and monitors the different interlock events and the operation 
of the local MPS (exchange of non-interlock signals) using the supervi
sion module. The SPMs are exposed to the interlock network to allow the 
communication with the local MPSs, located in the bottom part of the 
diagram. The local MPSs can include different types of controllers 
depending on the response time of their associated interlocks. The ac
tuators and sensors are finally connected to these controllers. 

The current architecture of the MPS considers the possibility of two 
physically separated networks, one for the interlock signals of the slow 
architecture and another for those of the fast architecture; and the 
possible deployment of directly wired connections (cables) from some 
sensors and actuators of the local MPSs to the hardwired architecture at 
the central MPS. Depending on the technology used for the slow and fast 
controllers, their respective networks could be merged into one. This 
architecture serves as the starting point for the implementation of the 
TSN-based solution for the interlock network infrastructure. 

2.1. Time-sensitive networking solution for interlock signals 

The utilization of TSN can be considered a great solution for the 
distribution of the interlock signals thanks to its four main operation 
principles: 1) time synchronization, 2) bounded end-to-end latency, 3) 
configuration and management, and 4) reliability and redundancy [18]. 
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The generic precision time protocol (gPTP) profile service derived from 
the IEEE 1588-2008 standard [19] is used for the distribution of a 
common time reference to all the nodes (switches and end devices) in 
the network (802.1AS [20]). The performance of TSN is tied to the 
synchronization quality of the network. The second principle is achieved 
by the identification, using virtual local area networks (VLANs) (802.1Q 
[21]), and prioritized scheduling, by means of a time-aware [traffic] 
shaper (TAS) component (802.1Qbv [22]), of the different data flows 
when receiving and transmitting the Ethernet frames. An optimal 
configuration for each individual node is indispensable to obtain the 
desired performance (802.1Qcc [23]). Finally, the redundancy and 
reliability in the communications for data transmission and synchroni
zation distribution is also key for many applications (see Section 2.1.2) 
[24,25]. Another TSN feature is the capability of interrupting low pri
ority frame transmission when a high priority one arrives. This is known 
as frame preemption (802.1Qbu [26]) and it increases the determinism. 
The network architecture resulting from the utilization of TSN for the 
MPS of IFMIF-DONES is shown in Fig. 2. 

In this approach, we leverage the capability of TSN systems to 
operate as convergent networks capable of aggregating multiple flows 
with differing bandwidth, end-to-end latency (i.e., deadline), and de
livery variation constraints. This would allow for the joint management 
of the different types of interlock messages (as well as monitoring and 
non-critical data) that are expected in the MPS network of a particle 
accelerator through the application of the appropriate cyclic scheduling 
(gate control lists - GCLs) and forwarding policies of 802.1Q-tagged 
messages. 

The different controllers of the local MPSs may be TSN-compliant 
(indicated in Fig. 2 as TSN integrated), use a protocol that can be 
transmitted over TSN (such as Profinet or EtherCAT) or will have to 
implement protocol gateways to properly interface with the TSN 
network infrastructure. There are currently commercial solutions (and 
others under development) that suit this application with TSN support 
[27,28]. In the case of the hardwired architecture, it is required to 
digitize (from an analog signal to digital domain and data packet format 

for TSN, or directly from a digital signal to a data packet format for TSN) 
the signals to interface the unified network. Nonetheless, the ideal so
lution for the interfaces of the different architectures at the central MPS 
is to be fully compliant with TSN. 

A first insight of how to perform the prioritization of the different 
data flows that would traverse the TSN network is shown in Table 1. 

2.1.1. Network traffic control: gate control list 
The prioritization of the data flows configured in the system is 

mainly considered at the port level, just before the data leaves the 
network node through the physical link. TSN incorporates the TAS 
component to schedule the traffic of different priorities awaiting to be 
sent. This component, whose simplified structure is depicted in Fig. 3(b), 
uses a gate control list (GCL) to select the traffic priorities that can be 
transmitted for different intervals of time. Therefore, it can be inter
preted as a two-dimensional array, in which the rows represent time 
intervals (that do not necessarily have the same duration) and each 
column represents a priority. The matrix is filled with individual bits, 
used to specify an “allow” (1) or “block” (0) status to control the trans
mission of a prioritized flow. An example of a GCL configuration is 
shown in Fig. 3(a) and its influence on the traffic that is transmitted can 
be observed in Fig. 3(c). 

The current implementation affords a maximum of four types of 
priorities, in ascending order of priorities from right to left. This implies 
that with a 0b0000 (0x0) priority setting, no traffic can be sent. On the 
other hand, a setting of 0b1111 (0xf) means that traffic of all priorities is 

Fig. 1. Block diagram of the current architecture for the machine protection 
system of IFMIF-DONES. The slow architecture is represented in pink, the fast 
architecture in dark blue, and the hardwired architecture in light green. 

Fig. 2. Block diagram resulting from the utilization of TSN for the network of 
the machine protection system of IFMIF-DONES. The slow architecture is rep
resented in pink, the fast architecture in dark blue and the hardwired archi
tecture in light green. All parts related to TSN are represented in aquamarine. 

Table 1 
Example of data flows prioritization of the TSN interlock network.  

Type of interlock Priority Response time 

Hardwired High ≤ 30 µs 
Fast Medium ≥ few ms, ≤ 300 ms 
Slow Low ≥ 300 ms 

Supervision Best-effort ≥ 300 ms  
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allowed to be forwarded over the transmission path. 
The TAS component multiplexes the different data coming from all 

the priorities (being stored in dedicated queues) to the port. In the 
example shown, we have a GCL cycle made up of five intervals for for
warding the traffic held at the different queues of the TAS module. The 
GCL specifies the duration of each interval and the priorities allowed to 
transmit their data. Then, a strict priority selection algorithm is used for 
designating the traffic that will be transmitted if there are multiple 
queues active during the same interval; i.e., the traffic from the higher 
priority queue that is allowed in an interval is the first one selected for 
transmission. Once all its associated data have been transmitted, then 
the data from the next higher priority queue are selected. This is the 
approach that we have taken in the experiments presented in the 
manuscript. Nonetheless, the TAS module is highly flexible and also 
allows the implementation of complementary transmission mechanisms 
for flushing the data of select queues, such as the credit-based shaper 
(CBS) [29], which is particularly suited to multimedia applications. This 
would potentially allow the use of more advanced shaper modules to 
fulfill the requirements of diverse applications. This strict prioritization 
process continues until the end of the time interval and can be observed 
graphically in Fig. 3(c). Hence, if we take the “interval 0” as an example, 
only the data from priorities P3, P1 and P0 are allowed to be sent. In this 
case, the first batch of data transmitted belongs to P3 (green). When its 
corresponding queue is empty, then the TAS starts transmitting the 
traffic from P1 (blue), and then lastly it proceeds to flush the contents of 
P0 (purple). An analogous process is repeated for all the intervals in the 
GCL and, once all of them have been evaluated, the TAS module starts 
over the execution of the GCL from the first interval (“interval 0” in Fig. 3 
(a)), thereby repeating the list cyclically. 

2.1.2. Redundancy of the system 
The robustness of the TSN interlock network is another key element 

of our proposal. Consequently, the design would rely on the redundant 

data and timing distribution capabilities of TSN systems to implement a 
safe and reliable system for the transmission of interlocks. Hence, the 
reliable distribution of timing in our design would make use of advanced 
mechanisms that allow the definition of redundant timing paths. These 
redundant timing paths can be established dynamically through the 
application of the best master clock algorithm (BMCA), which is built 
into the implementation of gPTP and allows the designation of fallback 
timing paths that TSN nodes can fall back on in the event of a failure of 
the direct communication link with the timing source of the network. 
Furthermore, we could also explore the latest iteration of the 802.1AS, 
which takes this concept further by allowing the definition of multiple 
redundant timing domains within the same system to enhance 
redundancy. 

Redundant data transmissions should also be included in the design 
of a robust interlock distribution network. In our approach to the design 
of the interlock system, the use of Ethernet would allow the exploration 
of multiple alternatives that can be natively supported over Ethernet 
networks, such as the parallel redundancy protocol (PRP), the high- 
availability seamless redundancy protocol (HSR [30]), or even the 
dedicated enhancements of TSN itself for seamless redundancy 
(802.1CB [31] - frame replication and elimination for reliability 
[FRER]). Thus, all three foregoing alternatives provide a zero-time 
switchover and fast recovery capability of the network by establishing 
redundant data transmission paths. The use of any of the aforemen
tioned techniques could be applicable to the design of an interlock 
transmission network to provide the expected level of availability and 
reliability of these types of systems. Nonetheless, we envision that the 
interlock system of our design will probably be based on the native 
redundancy of TSN systems (FRER), which would allow for the defini
tion of redundant transmission paths for user-designated data streams 
over VLAN-tagged frames. Thus, unlike other more complex protocols 
for replication such as HSR, which would imply the definition of 
redundant transmission interfaces with specialized hardware for all the 
traffic in the system, we believe that the use of the extensions for FRER 
would simplify the design of the network and the management of the 
redundant flows, as the features for redundant transmission would only 
be enabled for select user-designated flows. This would in turn allow for 
the integration of all the interlocks of the accelerator into an Ethernet 
network that is entirely based on the main standardized mechanisms for 
TSN systems for traffic forwarding and timing distribution: 802.1AS, 
802.1Qbv, 802.Qbu & 802.3br [32], 802.1CB. In addition, the use of 
advanced configuration methodologies, such as the centralized orches
tration paradigm for TSN systems defined in 802.1Qcc, could also be 
considered to allow the seamless, centralized management of all the 
network nodes in the TSN-based interlock distribution system. 

2.2. Aggregation of additional data 

In addition to the unification of all the interlock signals under the 
same network infrastructure, the utilization of Ethernet-based technol
ogies (such as TSN) for the core of the interlock network allows the 
introduction of additional network services. One example could be its 
utilization for the distribution of the synchronization data from pro
tocols such as network time protocol (NTP) [33] or PTP. Moreover, since 
precise time synchronization is needed for the correct operation of TSN, 
it may be considered natural to use the interlock network for this pur
pose, which could provide an accuracy in the order of nanoseconds (or 
tens of them). 

We could also take advantage of the great capability of TSN tech
nology for handling different criticality levels to integrate the data 
exchanged between the central and local systems of CODAC and SCS 
seamlessly over the presented TSN infrastructure for the interlock 
network. These considerations could eventually lead to a fully conver
gent system for the joint handling of timing, control, data acquisition, 
facility safety, and machine protection over one fully convergent TSN 
network that streamlines the management and unifies the deployment of 

Fig. 3. Gate control list (GCL) example.  
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the critical network infrastructure of scientific facilities for high-energy 
physics. 

3. Experimental proof of concept 

The feasibility of our proposal for this application domain (critical 
and scientific facilities) has been studied in terms of the latency and 
determinism of critical interlock signals, as these are the most important 
qualities of the interlock network. To that end, we have performed 
several experiments to evaluate the latency experienced by interlock 
signals under different network conditions and GCL configurations. To 
do so we have deployed the experimental setup of Fig. 4. 

The setup consists of a 3-hop switched network (link) of synchro
nized TSN nodes in a simple daisy chain topology based on customized 
versions of the WR-Z16 [34]. These nodes are based on the Zynq-7000 
SoCs from Xilinx and implement a TSN architecture developed in our 
research group that is implemented directly on their FPGA logic. In our 
experiments, we have used this setup to validate the propagation of 
highly critical interlock messages and to verify the data aggregation 
capabilities of the TSN system. 

The propagation of interlock signals through the network is modelled 
using a signal generator that produces a square wave at different rates. 
This effectively simulates a generic digitized output from a sensor in the 
system associated with the occurrence of the typical kind of event that 
would trigger the propagation of an interlock message, e.g., exceeding a 
safety threshold. The square wave signal is in turn fed into a packet 
generator module in the FPGA of the first node (Z160) to trigger the 
transmission of a high-priority Ethernet frame upon receipt of a rising 
edge. Hence, this setup allows us to use the rate of the square wave to 
configure the bandwidth of the high-priority data flow. This could be 
useful for more accurately simulating the digitization process needed for 
the propagation of hardwired interlock signals. Likewise, the length of 
the generated packet can also be configured in the node. Once the 
interlock messages are produced, their propagation time is measured 
directly as their flight time over the network. To do this, at the moment 
of the frame generation, the emitting Z160 node also produces a signal to 
indicate this phenomenon and transmits it to a Universal Frequency 
Counter device, which timestamps its arrival time. Then, after propa
gating the generated packet through the remaining nodes of the network 
(Z161-Z162-Z163), a reception signal is produced at the receiving node 
(Z163) at the other end and fed into the Counter device as well, which 
calculates the time interval between the two signals. This result is the 
end-to-end latency of the packet in the network. In addition to the 
propagation of the interlock signals, other traffic can be configured to 
share the same network. This can be done using intellectual property 
(IP) cores implemented on FPGA or by using additional personal com
puters (PCs) to send and receive data frames. In our tests, we also 
leveraged the data aggregation capabilities of the TSN system to trans
mit best-effort traffic between the two laboratory PCs alongside other 
higher priority flows. 

These experiments are combined with a GCL policy, which desig
nates the flows that can be forwarded at a given moment. It is important 
to remark that the gPTP flow is always allowed through (highest pri
ority). The following settings have also been included in the GCL policies 
of the experiments:  

• 0xc: gPTP and high priority flows are active.  
• 0xa: gPTP and medium priority flows are active.  
• 0x9: gPTP and low (best-effort) priority flows are active. 

3.1. Baseline latency performance 

This experiment analyzes the transmission of data packets of 
different length when no traffic is present in the network. This can be 
identified with the case when critical packets, associated with a medium 
to high priority, need to be propagated under ideal network conditions 
with regular switching and an early version of cut-through (CT) for
warding to reduce the latency. Therefore, this corresponds to the base
line situation, since all the network is dedicated to these critical signals. 
The GCL can be interpreted as a single fully open time interval, 0b1111 
(0xf) setting, but without best-effort traffic awaiting to be sent. The 
results obtained are summarized in Table 2 and represented graphically 
in Fig. 5. 

From these results, we conclude that in order to meet the require
ment of 30 µs imposed for the hardwired architecture signals, the length 
of the frames must be equal or less than 72 bytes (B) (maybe some 
slightly larger sizes could be admissible). In the case of using regular 
packet switching, the mean latency and the maximum latency are about 
22.3 µs and 25.8 µs. Using the cut-through technique, they improve to 
16.3 µs and 20.5 µs, respectively. The peak-to-peak metric (P2P) refers to 
the difference between the maximum and minimum end-to-end la
tencies obtained. The 72-B length packets with the regular packet 
switching mode have been taken as reference for the following experi
ments related to latency measurements. 

3.2. Bandwidth analysis 

The actual bandwidth that the current implementation of the system 
can achieve has been measured using data packets of 1480 bytes at 
different rates. It has been observed that the desired bandwidth (fixed) 
and the one measured have a discrepancy of about 5.8% at all band
width utilizations, but the design can deliver a performance of up to 90% 
of the available 1-Gb/s Ethernet interfaces of the TSN nodes. 

3.3. Latency analysis under different GCL settings 

These experiments aim to analyze the influence that the design of 
different GCL policies can exert on the end-to-end latency of the more 
critical flows. To that end, we have simulated the propagation of 72-B 
interlock messages (P2-tagged frames) injected at a rate of 1 kHz be
tween the TSN talker and listener nodes in the setup of Fig. 4, where we 
have iteratively applied the three GCL settings outlined in Table 3 for 

Fig. 4. Block diagram of the experimental setup used for the experiments.  

Table 2 
End-to-end latency obtained for critical packets of different length and switching 
modes under ideal networks conditions (no traffic) in experiment 3.1.  

Size (B) CT Max (µs) Min (µs) Mean (µs) P2P (ns) std (ns) 

72 
No 25.844 22.140 22.290 3704.033 69.432 
Yes 20.484 16.116 16.266 4368.105 69.612 

760 No 54.428 52.476 52.636 1952.056 73.039 
Yes 45.212 42.956 43.116 2256.074 71.705 

1480 No 87.108 84.164 84.331 2944.043 71.314 
Yes 73.140 71.036 71.197 2104.048 71.307  
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two different scenarios: a baseline test that considers that the system is 
in idle conditions with no background traffic, and a stress test with 
interfering best-effort traffic with an approximate rate of 20 Mb/s to 
determine the effects of clashing best-effort messages on the attainable 
latency of the critical traffic. The difference between these three GCL 
configurations lies in the duration of the time intervals. However, the 
settings of their time intervals are the same: "interval 0" has a gate status 
of 0xc, with active transmission queues for priorities P3 and P2; "interval 
1" has a gate status of 0xa, with active transmission queues for priorities 
P3 and P1; and "interval 2" has a gate status of 0x9, with active trans
mission queues for priorities P3 and P0. We have chosen this specific 
interval structure to show the effects of using progressively shorter in
terval times for the critical data to effectively reduce their delivery jitter. 
The results can be examined graphically in Fig. 6, and appear tabulated 
in Table 4, where we present the outcome of the tests for the idle 
(baseline) and the busy (stress) cases of our experiment. Consequently, it 
can be observed that the main effect of applying different GCL policies 
with gradually decreasing slot lengths for the forwarding of the critical 
traffic is to effectively impose a limit on its attainable latency variation. 
This variation would therefore be directly related to the slot length 
executed for the current GCL policy and hence shows a way of providing 
a deterministic data transmission service with tunable performance that 
can be designed on demand to fulfill the latency variation requirements 
of different applications and use cases. For instance, the GCL policy of 
the first iteration of our experiment sets a slot length of 1600 ns, which 
results in a latency variation of 1752.056 ns (P2P). 

This is a promising initial result that speaks to the high configuration 
capabilities of TSN systems for the handling of interlock messages, 
although we have also found substantial limitations that will have to be 
addressed during subsequent stages of the development of our solution. 
One of them is the handling of interfering traffic, as shown in the results 
for the busy (stress) case of the test, which is affected by large latency 
swings of up to 5 µs (P2P) caused by a substantial number of critical 

frames missing their designated slot. Other issues that hold back a 
tentative deployment of TSN for the transmission of interlocks are 
related to the existence of minor deviations from the expected linear 
behavior of the system (e.g., the TAS shaper yields a variation of 
1752.056 ns as opposed to the expected 1600 ns in the first iteration) 
and generic corrections to the logic design to improve stability. 

These limitations can be mainly overcome by setting the optimal 
configuration for the GCL for that specific use case and by improving the 
implementation of the TSN components. This will allow the TSN capa
bilities to provide greater bandwidth, similar to that of standard 
Ethernet, and thus handle these real-time signals, e.g., interlocks, using 
the same network infrastructure. 

3.4. TSN aggregation and integrity validation 

This last experiment has the goal of validating the capability of TSN 
for handling multiple data flows of different criticality, while ensuring 
the integrity of the most critical ones with respect to those assigned to 
the lowest priority as a function of the applied GCL settings. To that end, 

Fig. 5. Latency obtained in terms of minimum, mean and maximum values, for 
different packet lengths and switching modes (regular and cut-through). 

Table 3 
Configurations of the cyclic GCL policies for the different tests of experiment 3.3 to evaluate the latency of critical packets with and without best-effort traffic.  

GCL configs. Cycle time 

Interval 0 Interval 1 Interval 2 

Length 
(ns) 

Settings 
{P3,P2,P1,P0} 

Length 
(ns) 

Settings 
{P3,P2,P1,P0} 

Length 
(ns) 

Settings 
{P3,P2,P1,P0} 

0 4800 1600 
0b1100 (0xc) 

1600 
0b1010 (0xa) 

1600 
0b1001 (0x9) 1 4800 800 1600 2400 

2 4800 160 1600 3040  

Fig. 6. Behavior of the end-to-end latency variation obtained with the exper
imental setup as a result of applying different GCL policies for the idle system 
and stressed system with interfering traffic scenarios. 

Table 4 
Results of the latency obtained for different GCL configurations and traffic 
conditions in experiment 3.3.  

Traffic GCL 
configs. 

Max 
(µs) 

Min 
(µs) 

Mean 
(µs) 

P2P (ns) std (ns) 

No 
0 23.924 22.172 23.445 1752.056 447.425 
1 23.924 22.844 23.630 1080.063 186.053 
2 23.716 23.484 23.696 232.114 24.291 

Yes 
0 27.228 22.188 23.447 5040.010 440.653 
1 28.036 22.844 23.625 5192.119 203.081 
2 28.820 23.484 23.691 5336.040 140.302  
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we have applied a GCL policy of three different intervals of the same 
length, whose duration has been iteratively changed according to what 
is shown in Table 5. 

We have simultaneously transmitted frames of medium priority (P1- 
tagged frames of 100 B at 200 kb/s) and best-effort traffic (P0-tagged 
frames of 1500 B at 200 Mb/s) and evaluated the forwarding perfor
mance of the TSN system in terms of packet losses. The corresponding 
settings for each iteration of this experiment can be examined in the left 
half of Table 5. From the results shown in the right part of Table 5, we 
can conclude that the integrity of the medium priority traffic is main
tained at the expense of the best-effort traffic, which suffers severe 
degradation as the duration of the cycle of the GCL becomes larger since 
the queues of the TAS shaper have a relatively low capacity of about 4 
kB. These results also provide us with valuable insight into how bursts of 
traffic, e.g., sudden medium-priority monitoring data surges when a 
safety threshold has been exceeded, can be handled by the system. In 
these cases, a combination of an optimized GCL policy with the alloca
tion of sufficient buffering capacity at the queues of the TAS module 
should be able to guarantee the integrity of traffic in cases of fast surges 
in demand. Specifically, the GCL should be configured to reserve enough 
bandwidth to handle the worst case of high priority bursts of traffic. As 
shown in Table 5, the high configurability of the TSN system might allow 
the user to implement compromise configurations that preserve the 
critical traffic at the expense of lower-priority messages in resource- 
constrained designs. Nonetheless, for the case of bursts of critical 
traffic, the buffering capacity allocation of the architecture and the 
applicable GCL policy should be designed to accommodate the worst 
case of traffic demand to guarantee the integrity of the critical data in 
the network. 

4. Conclusion 

With this paper, we have proposed a design for the interlock network 
of IFMIF-DONES using TSN technology. The solution presented leads to 
a unified network infrastructure, capable of aggregating all types of 
interlock signals. Additionally, more Ethernet-based network services 
could use this convergent network, such as generic data and synchro
nization. This has been shown through different experiments that 
characterize the end-to-end latency, the bandwidth of the system, the 
attainable determinism when applying different traffic shaping policies, 
and the capacity to preserve the integrity of the higher priority flows of 
the network. Specifically, our solution has obtained latencies of about 22 
µs for the forwarding of interlock messages over three hops (16 µs if cut- 
through is used) under ideal idle conditions. Moreover, the usable 
bandwidth stays at about 90% of 1 Gb/s, we can effectively apply 
different traffic shaping policies to reduce latency variation up to 
232.114 ns, and we have validated that our system can preserve the 
integrity of higher priority traffic in the presence of generic data pro
duced at a constant rate of 200 Mb/s. Thus, we have identified that TSN 
could potentially be considered a robust alternative to support the 
communications interfaces that are commonly found in particle 

accelerators. 
Overall, this contribution has presented a preliminary study where 

we have validated our initial prototype of a TSN system that could 
tentatively be used in this type of scenarios. Furthermore, we have 
identified areas of improvement that will allow us to deliver a fully 
functional solution in upcoming future studies, such as latency man
agement and optimization when dealing with highly congested 
networks. 

Lastly, we believe that these results could pave the way to produce 
higher performing integrations of TSN systems in the future to support 
the stringent communication needs of major scientific facilities, such as 
particle accelerators or other applications for high-energy physics. 
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Table 5 
Results of the TSN flow aggregation and traffic integrity tests of experiment 3.4 with the applicable GCL settings for each iteration.  

GCL configs. 

Interval 0 Interval 1 Interval 2 Medium P Traffic 
(200 kb/s) 

Best-Effort Traffic 
(200 Mb/s) 

Length 
(ns) 

Settings 
{P3,P2,P1,P0} 

Length 
(ns) 

Settings 
{P3,P2,P1,P0} 

Length 
(ns) 

Settings 
{P3,P2,P1,P0} 

TX 
(pckts) 

Losses 
(%) 

TX 
(pckts) 

Losses 
(%) 

4800 1600 

0b1100 (0xc) 

1600 

0b1010 (0xa) 

1600 

0b1001 (0x9) 

4658 0 99148 0.005 
38400 12800 12800 12800 4924 0 107182 1.632 
76800 25600 25600 25600 3613 0.028 99712 5.770 
85008 28336 28336 28336 3015 0 80913 31.821 
90000 30000 30000 30000 3387 0 106912 34.163 
153600 51200 51200 51200 3301 0 102647 59.803 
307200 102400 102400 102400 3384 0 124252 73.042 
3000000 1000000 1000000 1000000 4242 0 114119 96.999  
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