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Abstract

The transition towards precision medicine represents a pivotal shift in healthcare, empha-
sizing the customization of treatments to accommodate the unique genetic, lifestyle, and
environmental contexts of individual patients. This evolution is propelled by advancements
in Next-Generation Sequencing (NGS) technologies, facilitating an in-depth exploration of
the genetic underpinnings of disease and patient response to treatment. The objective of
this thesis is to tackle the computational challenges that arise in the integration of extensive
genomic data into routine clinical practice, thus bridging the gap between cutting-edge
genomic technologies and the realization of personalized patient care.

In pursuit of this goal, the thesis proposes a novel framework that unites bioinformatic
analysis with clinical insights, offering a holistic approach to patient treatment and care.
The research commences with a thorough investigation of the bioinformatics landscape,
identifying and addressing the key challenges within genomic pipelines, with a particular
focus on genomics. The research primarily tackled the critical issue of reproducibility
in bioinformatics pipelines. Addressing this, the thesis introduced an integrated method
to identify various genetic variants, thus creating a detailed genomic profile to highlight
variants crucial to patient health. A critical aspect of this research is the integration of
these genomic findings with patient clinical reports. The study develops a groundbreaking
method to coalesce genomic information with clinical data, aiming to construct a unified
framework. This framework is designed to encapsulate the entirety of the bioinformatic
analysis—spanning from the identification to the interpretation of genetic variants—and
synchronize this information with clinical insights. By doing so, it seeks to provide a
seamless and coherent platform that supports the application of genomic discoveries in a
clinical context. The innovation lies in the thesis’s ability to conceptualize and implement a
system that not only processes and analyzes genetic data but also integrates these findings
with patient-specific clinical information. This integrated approach facilitates a more nuanced
understanding of the patient’s condition, enabling healthcare providers to tailor treatments
that are truly personalized. Through the development of this framework, the thesis contributes
significantly to the fields of bioinformatics and precision medicine, showcasing a model that
could potentially enhance the efficacy, safety, and customization of patient care.
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Introduction

Precision Medicine: a paradigm shift

Precision medicine (PM) marks a transformative era in healthcare, shifting from a one-size-
fits-all treatment approach to one that is tailored to an individual’s unique genetic makeup,
lifestyle, and environmental exposure [1]. This change is grounded in the recognition that
diseases manifest uniquely in each person, influenced by a complex interplay of genetic,
environmental, and lifestyle factors. Precision medicine emphasizes proactive healthcare,
focusing on prevention and early diagnosis through personalized genetic and clinical screen-
ings. This allows individuals to proactively assess their risk for certain conditions, marking a
significant departure from the traditional reactive healthcare model. By emphasizing early in-
tervention and customized preventive measures, precision medicine advocates for a proactive,
anticipatory approach to health management, aligning with the broader goal of maintaining
well-being and preventing disease before it occurs. Advances in Next-Generation Sequenc-
ing (NGS) technologies have been instrumental in driving this paradigm shift, offering the
capability to sequence vast segments of DNA or RNA rapidly and efficiently [2]. This
breakthrough allows for an extensive analysis of entire genomes, providing deep insights into
genetic variations and their implications for disease, evolution, and personalized medicine.
As a result, NGS has democratized genomics, making it a cornerstone of modern health,
clinical research and clinical diagnostics, significantly accelerating the pace at which genetic
insights combined with medical screening and clinical knowledge can be translated into
healthcare solutions.

The evolution towards precision medicine is supported by a multidisciplinary synergy
among genomics, bioinformatics, pharmacology, and clinical medicine, with bioinformatics
playing a pivotal role. Bioinformatics is central to the precision medicine ecosystem, utilizing
advanced algorithms for analyzing complex biological data and turning it into actionable
insights [3]. The efficacy of these algorithms is intrinsically linked to the sophistication of
the computational infrastructure, which has evolved from basic tools to high-throughput
computing systems encompassing powerful servers, cloud computing, and efficient data



2 Introduction

storage solutions. This evolution in technology equips researchers to perform expansive
genomic analyses and fuse diverse biological information, paving the way for customized
treatment strategies. However, this innovation brings significant challenges. The volume and
complexity of genomic data require advanced computational tools for effective management,
analysis, and interpretation. Integrating this data with clinical insights for actionable health-
care decisions adds another layer of complexity, necessitating robust frameworks that can
translate complex genomic information into understandable and usable formats for clinicians.

One of the most pressing issues in this field is ensuring the reproducibility of bioinfor-
matics research, critical for validating findings and their practical application in precision
medicine. Additionally, the selection of appropriate tools within a bioinformatics pipeline
poses a significant challenge and can substantially impact the outcome of the analysis. The
decision-making process for choosing the right tools is complex, given the vast array of
options available, each with its strengths, limitations, and specific application contexts. This
complexity underscores the necessity for a systematic approach to tool selection, aimed at
optimizing the accuracy and efficiency of genomic analyses. Furthermore, once genetic
variants are identified through such analyses, directly correlating these variants with patients’
symptoms or medical history presents another layer of complexity. The relationship between
genetic variants and phenotypic expressions is not always straightforward, making it chal-
lenging to draw direct connections without a comprehensive understanding of the underlying
biological mechanisms and patient-specific contexts. This difficulty highlights the need for a
framework that can encompass a more holistic view of the patient, integrating genetic data
with clinical insights to provide a nuanced understanding of disease mechanisms and patient
health.

In order to address these challenges, there is a clear need for the development of a
framework that not only ensures the accuracy, reproducibility and reliability of bioinformatics
research but also facilitates the careful selection of analytical tools and the integration of
genetic findings with clinical data. Such a framework would enable a more holistic dimension
to patient care, combining the depth of genetic analysis with the breadth of clinical insight to
inform more personalized and effective treatment strategies. By bridging the gap between
genomic research and clinical practice, this framework would represent a significant step
forward in the realization of precision medicine’s full potential.

Thesis Objectives

In the pursuit of precision medicine, the imperative for a timely and accurate diagnosis
cannot be overstated, as it is integral to delivering effective and personalized patient care. The
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current landscape of preventive diagnosis, however, is fraught with challenges that impede
its efficacy and efficiency. One of the primary issues is the time-intensive nature of patient
examinations, which often require extensive and repetitive tests that strain both patients and
healthcare providers [4]. These traditional diagnostic processes are not only laborious but
also sometimes fail to capture the comprehensive health profile of the patient due to their
fragmented nature. These challenges underscore the urgent need for a holistic framework
that not only streamlines the diagnostic process but also enhances the precision of medical
assessments. Such a framework should seamlessly amalgamate multifaceted health data,
enabling healthcare professionals to access a comprehensive, integrated patient view that
supports informed and timely decision-making.

To address these pivotal concerns, this thesis embarks on a mission to fortify the founda-
tions of precision medicine through the lens of bioinformatics. By leveraging the power of
computational methods and genomic analytics, this research aims to dissect and understand
the complex tapestry of factors that contribute to individual health conditions. This thesis
is dedicated to constructing such a framework, using bioinformatics as the cornerstone to
enhance the infrastructure of precision medicine. The intent is to develop a unified system
that seamlessly integrates and analyzes genetic and clinical data, thereby optimizing the
diagnosis and treatment process (Figure 1). This integrated framework aims to remove the
conventional, time-consuming diagnostic practices into a streamlined, data-driven process
that enhances the accuracy of health assessments and reduces the operational burden on
medical practitioners.

Fig. 1 Framework general overview.
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In our quest to enhance precision medicine through bioinformatics, this thesis concen-
trates on pivotal experiments: RNA-Sequencing (RNA-Seq, from now) and Variant Calling,
before merging these bioinformatics findings into an integrated knowledge framework. After
a background chapter, the thesis begins with an in-depth exploration of RNA-Seq, high-
lighting its crucial role in deciphering the complex gene expression patterns in oncology
research. This exploration sets the stage for a critical evaluation of existing bioinformat-
ics pipelines, identifying gaps in reproducibility and specificity essential for refining the
precision and accuracy of genomic studies. The thesis then transitions to scrutinize variant
Calling techniques, crucial for identifying genetic differences that influence disease outcomes,
including snvs, indels, and structural variations, thereby providing a comprehensive view of
the genomic landscape affecting health. Building upon these analyses, the thesis extends to
developing an integrated approach that combines the derived bioinformatics insights with
clinical narratives. This culminates in the creation of knowledge graphs, which synergize
genomic data and clinical information, thereby facilitating a holistic understanding of patient
health. This system not only refines the framework for data integration but also serves as
a bridge connecting the theoretical underpinnings of bioinformatics with practical clinical
applications. This thesis directly addresses the obstacles that now stand in the way of the
seamless integration of genetic data into clinical practice, therefore filling in the gaps that
have been discovered. It does this by developing a strong framework. The study’s design is
guided by a set of focused research questions, each of which has been carefully constructed
to address different aspects of these overarching difficulties. This ensures that the study is
thoroughly explored and resolved within the context of precision medicine.

• Research Question 1 (RQ1): "What challenges hinder the integration of genomic
data into clinical applications?". The motivation behind this question lies in the
current skepticism among medical practitioners regarding the reliability of bioinfor-
matics analysis for clinical decision-making. Despite the wealth of genomic data
available, the translation into clinical practice is often hampered by doubts about the
’truth’ or accuracy of these analyses. Clinicians and healthcare providers are cautious
in utilizing bioinformatics results due to potential issues with data validity, quality,
and reproducibility, which are crucial for making accurate patient-related decisions.
This gap underscores the necessity of establishing trust in bioinformatics data through
rigorous validation and ensuring its relevance and reliability in a clinical context.

This is addressed by examining the reproducibility of bioinformatics experiments,
which stands as a prominent hurdle in the field. The issue is explored in the context
of dataset retrievability, acknowledging it as a pivotal concern in the replicability and
utility of bioinformatics research. Dataset retrievability pertains to the ease with which
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data used in bioinformatics analyses can be accessed and reused by other researchers or
clinicians, ensuring that results can be independently verified and trusted. Enhancing
the retrievability and transparency of datasets is fundamental to bridging the gap
between bioinformatics research and its clinical application, thereby fostering a more
reliable and effective integration of genomic data into healthcare.

• Research Question 2 (RQ2): "How can bioinformatics pipelines be optimized for
improved biological correctness in genomic analysis?" The rationale behind this
question stems from the observed hesitancy among doctors and medical practitioners
to fully trust and integrate bioinformatics analysis into clinical decision-making. The
root of this distrust is often the perceived lack of biological and medical reliability in
the outcomes of these analyses. Given the critical role that bioinformatics plays in
understanding complex genomic data, there is an imperative need to optimize these
pipelines to ensure their results are not only scientifically accurate but also clinically
relevant and reliable.

Optimizing bioinformatics pipelines involves a detailed scrutiny of their components
to identify and implement the most reliable tools and methods that can improve the
biological correctness of the analyses. This means selecting algorithms and tools that
have been validated through rigorous scientific research and have proven utility in
clinical settings. The aim is to refine these pipelines in such a way that they not only
produce scientifically robust data but also generate results that align with biological
and medical expectations, thereby enhancing their applicability and trustworthiness in
a clinical environment.

• Research Question 3 (RQ3): "What strategies can facilitate a comprehensive
analysis of genetic variations affecting individual health?" This question arises
from the critical need in personalized medicine to understand the full spectrum of
genetic variations that contribute to individual health profiles. While snvs and indels are
well-recognized for their roles in genetic diversity and disease predisposition, structural
variants—such as copy number variations, inversions, and translocations—also play a
significant part in human biology and disease mechanisms. These larger-scale genomic
alterations have been increasingly linked to various conditions, from developmental
disorders to cancer, underscoring their importance in comprehensive genomic studies.

To address this, the thesis proposes an integrated approach that encompasses the concur-
rent analysis of different types of genetic variants, including snvs, indels, and structural
variants. The goal is to create a holistic view of the genomic landscape affecting
individual health, recognizing that a complete understanding of genetic contributions
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to disease extends beyond the prevalent snvs and indels. This comprehensive strategy
aims to streamline the variant detection and analysis process, ensuring that each type
of variation is accurately identified and its potential impact on health is thoroughly
evaluated.

• Research Question 4 (RQ4): "How can we achieve a seamless integration of genomic
and clinical data for a coherent understanding of patient health?" Building upon
the advancements in bioinformatics, we now have access to reliable genomic data
outputs from meticulously designed bioinformatics pipelines. The next critical step
is to enhance patient care by integrating these genomic insights with detailed clinical
narratives, thus providing a holistic view of patient health. The thesis proposes
the development of a system adept at not just processing genomic data but also
proficient in assimilating clinical texts. By merging genomic outputs with clinical
narratives, the system will enable a more nuanced understanding of each patient’s
unique health condition, thereby improving the accuracy and personalization of medical
treatment. This proposed integration not only makes the assimilation of genomic and
clinical information seamless but also ensures that the combined data is leveraged
comprehensively to enhance patient diagnosis, prognosis, and treatment planning,
marking a significant leap forward in the personalized medicine paradigm.

Fig. 2 Association of key research areas with corresponding research questions.

Each objective is carefully aligned with the corresponding research question to ensure that
the development of the framework systematically addresses the identified gaps and challenges
(Figure 2). By fulfilling these objectives, the thesis contributes a structured approach that
enhances the fidelity of bioinformatics experiments, ensures the reproducibility of results,
enables a multifaceted analysis of genetic variations, and marries this information with
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patient clinical data to provide a holistic picture of patient health. The result is a framework
poised to set a new precedent in precision medicine.

Outline

The thesis is organized as in the following:

• Chapter 1 sets the stage by discussing the essence of precision medicine and the
transformative role of NGS technologies. It outlines how NGS has revolutionized
our approach to genomics, transcriptomics, proteomics, metabolomics, and pharma-
cogenomics, providing the necessary backdrop for understanding the shift towards
data-driven personalized treatment strategies.

• Proceeding to Chapter 2, it addresses the reproducibility crisis prevalent within bioin-
formatics pipelines, with a particular emphasis on RNA-Sequencing applications in
the field of oncology. It engages in a detailed examination to identify critical gaps in
reproducibility and specificity that currently impede the field. This chapter emphasizes
the urgent requirement for refined methodologies capable of reliably interpreting the
expansive datasets produced by NGS technologies. Additionally, it delves into the
issue of dataset retrievability, recognizing it as a primary concern for the lack of repro-
ducibility. Drawing on the insights gained from this exploration, the chapter presents a
strategy for self-evaluating the dataset retrievability in experiments.

• Chapter 3 delves into the crucial role of bioinformatics pipelines in underpinning
the reliability of genomic analyses, with a particular focus on alignment—a critical
component within RNA-Seq workflows. This chapter examines the alignment phase
by comparing two widely utilized tools, scrutinizing the differences they manifest in
downstream analyses and the consequent impact on the results.

• Chapter 4 marks a significant expansion of the thesis. It elaborates on the method-
ologies developed for a comprehensive analysis of genetic variations, highlighting
the importance of an integrated approach in uncovering the complexities of genomic
alterations. This chapter is pivotal in bridging the gap between raw genomic data and
actionable insights for clinical application, presenting a methodological framework
that encompasses the analysis of Single Nucleotide Polymorphisms (snvs), insertions
and deletions (indels), and Copy Number Variations (CNVs).
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• Chapter 5 presents the thesis’s novel contribution to the field: a graph-based system
for integrating genomic and clinical data, specifically targeting the challenge of multi-
source diagnoses. This chapter discusses the development and application of an
entity-relation system that synthesizes disparate data sources into knowledge graphs.



Chapter 1

Background

This chapter provides a comprehensive background necessary to understand the context
and significance of the research conducted in this thesis. It delves into the core concepts
and technologies that form the foundation of precision medicine, highlighting their roles,
advancements, and the challenges they pose in the field of bioinformatics.

1.1 Precision Medicine

The "one size fits all" philosophy of conventional medicine meant that a single medication
was prescribed for every patient with a specific illness. However, there are several issues
with this method, including the fact that only a portion of these people would respond to the
specific medication, a sizable portion would not respond, and a considerable portion would
experience side effects. Genetic variants, age, gender, addictions, ethnicity, concurrent drug
use, comorbidities, environmental variables, and so forth might all be contributing causes to
these inter-individual discrepancies. This resulted in low patient and physician satisfaction,
higher expenses, and medication waste due to the mismatch between prescribed treatments
and individual patient responses. With increasing ability to not only measure but also to store
and share data related to health, in addition to the abundance of available genetic testing
tools, the integration of precision medicine with public health will be a very productive
union. Electronic health records of a population can be accessed, and along with information
from other data, health risks can be gauged to identify subpopulations at higher risk. This
allows for preventive modalities to be targeted to these subpopulations, leading to the
prevention of chronic diseases, improvement of quality of life and the reduction of healthcare
expenses [5]. Precision medicine stands at the forefront of a transformative shift in healthcare,
moving from traditional, uniform treatment approaches to highly individualized care. This
paradigm shift is rooted in the understanding that treatment efficacy varies significantly
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among individuals, influenced by their unique genetic makeup, environmental exposures, and
lifestyles (Figure 1.1). The term "precision medicine" gained prominence in the scientific
community following its conceptualization to describe the impact of molecular diagnostics
on eliminating diagnostic ambiguities. When business strategist Clayton Christensen of
Harvard Business School in Boston first used the term "precision medicine" in 2008 to
characterise how molecular diagnostics enables doctors to clearly identify the aetiology of a
disease without relying solely on intuition, the term became part of the scientific canon [6].
The term didn’t become popular until 2011, when a US National Research Council-convened
group published a plan to update the taxonomy of diseases by using molecular data, such as
causative genetic variations, as opposed to a system of classification based on symptoms [7].
As a result, precision medicine moves beyond personalised medicine’s individual focus to
concentrate on patient subpopulations. Historically, the concept of tailoring medical care
to individual needs is not new, with practices like blood type matching for transfusions
dating back over a century. Thus, the concept of precision medicine is not entirely new but
has gained significant momentum with advancements in genomics, bioinformatics, and a
deeper understanding of the molecular basis of diseases. Central to this approach is the
utilization of biomarkers and molecular diagnostics to guide the selection of therapies best
suited to an individual’s specific condition and genetic profile. This tailoring of healthcare
interventions encompasses not only pharmacological treatments but also preventive measures
and lifestyle modifications. The advent of genomics and the rapid advancement of Next-
Generation Sequencing (NGS) technologies have propelled precision medicine into the
clinical forefront, enabling the detailed analysis of genetic variations at an unprecedented
scale and cost-efficiency. Since the sequencing of the first human genome, the field has seen
a dramatic reduction in both time and cost associated with genomic sequencing, making
it a practical tool for diagnosing rare disorders and informing treatment strategies. More
than ten years and almost US $3 billion later, the first human genome was sequenced in
2001, and since then, the technology has advanced significantly in speed and affordability.
Nowadays, several genomes may be sequenced for about $1,000 each in a few hours [8].
By using this genetic information, precision medicine can create focused medications that
are less likely to cause adverse effects and more successful than traditional treatments. The
availability of Big Data is what actually distinguishes precision medicine from standard
medical treatment. Thanks to the daily advancements in molecular biology and genetic
testing, researchers are now able to gather vast amounts of data. This data, when combined
with clinical, pharmacological, and socioeconomic information, allows for integrated data
sets to be analysed by various computer-based algorithms, allowing for the observation of
patterns in the effectiveness of specific treatments and the titration of those treatments to only
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the susceptible populations. Precision medicine has found applications across a wide range
of medical fields, including oncology, cardiovascular diseases, neurology, and psychiatry
[9]. In oncology, for example, molecular profiling of tumors can identify specific genetic
mutations that can be targeted by drugs, leading to personalized treatment plans that improve
survival rates and quality of life for cancer patients. Similarly, in psychiatry, understanding
the genetic factors that influence the response to antidepressants can guide the selection
of medication, enhancing treatment efficacy and reducing the trial-and-error approach to
finding the right drug [10]. Despite its promise, the implementation of precision medicine
faces several challenges. These include the complexity of genetic information, the need for
large-scale genomic databases to inform treatment decisions, and the integration of genomic
data into clinical practice. Moreover, ethical, legal, and social implications, such as privacy
concerns, access to personalized therapies, and the potential for health disparities, must be
addressed to fully realize the potential of precision medicine [11].

Fig. 1.1 Big data in healthcare.

1.1.1 From Big Data to Precision Medicine

Throughout the last ten years, the sentence "Big Data" has undergone tremendous change,
encompassing not just the exponential development in data volume, diversity, and velocity
but also our improved ability to analyse and comprehend large datasets. This progress
offers the field of biological research both unmatched potential and difficult obstacles. With
the advent of powerful hardware resources, we now have the capacity to create, store, and
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analyze data at an unprecedented speed and scale. This change is not just quantitative but
also qualitative, changing the way we think about medical diagnosis, treatment, and research.
Big Data’s significance in medicine goes beyond its sheer amount, emphasising instead of
its capacity to support exploratory, hypothesis-free study. These studies are by their very
nature hypothesis-generating, taking use of our ability to assess several variables at once in
order to reveal the deep workings of sophisticated biological systems. This method, which
is less dependent on past information, promises to identify linkages and routes that were
previously unknown, opening up new possibilities for comprehending illness and creating
focused treatments [12].

Fig. 1.2 Shift from conventional to precision medicine.

Thus, precision medicine’s incorporation of Big Data analytics represents a paradigm
change towards a more complex, patient-centered approach to therapy. Precision medicine
uses large datasets, such as electronic health records, population health data, and genomic
sequences and molecular profiles, to customise therapies to the specific genetic, environmen-
tal, and behavioural characteristics of each patient (Figure 1.2). This method not only shows
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how Big Data and healthcare are convergent, but it also shows how classic, hypothesis-driven
research and new, data-driven theories may work in concert. Developing multinational
consortia (for instance, the TEDDY [13] and TrialNet [14] consortia, and others) and en-
gaging the community are two examples of the collaborative approach that is necessary
to fully realise the promise of big data. Along with increasing research resources, these
programmes also establish new benchmarks for data exchange, analysis, and gathering.
Building on progress in pharmacogenetics, pharmacogenomics, and targeted therapy, PM
aims at integrating multiple data sources to ‘tailor medical treatment to the individual char-
acteristics of each patient.’ The development of precision medicine is therefore premised
on the collection of large repositories of data including electronic health records (EHRs),
standard clinical measurements, genome sequences, environmental data, and lifestyle data
collected over time even through mobile devices and apps. Clinical Decision Support Sys-
tems (CDSSs) exemplify the application of big data analytics, enhancing patient care by
optimizing treatment strategies, ensuring adherence to clinical protocols, and predicting
outcomes [15], [16]. These systems, leveraging the wealth of data from EHRs, signify a
shift towards an infrastructure that learns and adapts in real-time, embodying the principles
of preventative, predictive, and participatory healthcare. The majority of national precision
medicine programmes collect various forms of data from hundreds of thousands of people
[17]. A multitude of biomaterials and data are made accessible through biorepositories
and networks such as the ‘UK Biobank’ [18] and the U.S. ‘All of Us’ research cohort [19],
aiming to comprise data from at least one million individuals representative of the ethnic
diversity of the country, exemplify national precision medicine initiatives that pull disparate
data types from hundreds of thousands of citizens. Such initiatives aggregate personal data
as a publicly valuable resource, accessible for biomedical research to uncover correlations
about biology, lifestyle, environmental exposures, and health outcomes. In a similar vein,
other initiatives, such as the Genomics of Drug Sensitivity in Cancer [20] and the Cancer
Cell Line Encyclopaedia [21], are creating sizable genomic datasets with the express purpose
of examining the relationships between drug sensitivity and genetic indicators in hundreds of
cancer cell lines. The evolution of precision medicine into a form of Big Data science has
been also accelerated by the ubiquity of sensor-equipped devices (wearable and implantable
devices) enabling extensive data collection and the rapid progress in machine learning. These
technologies enable continuous monitoring of health parameters, offering a granular view of
patient health that informs personalized care strategies. From managing chronic conditions
like diabetes to detecting early signs of sepsis, sensing technologies embody the transition
towards a more responsive, personalized healthcare system [22]. A defining trait of precision
medicine is the engaged role of research participants, who not only contribute their data but
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also have the possibility to access this information and receive relevant health findings. This
empowerment grants individuals insight into their health-related risks, potentially affecting
decisions on insurance and healthcare. Moreover, the rise of social media as a source of
big data offers a novel perspective on public health surveillance and patient engagement.
Through platforms like Twitter and Facebook, healthcare providers and researchers can
monitor public health trends, engage patient communities, and enhance the delivery of health
education [23]. This digital dialogue, enriched with insights from environmental and search
data, facilitates the early detection of health emergencies and the tailored dissemination of
public health messages.

However, there are several obstacles in the way of precision medicine from Big Data.
Standardization of data formats, collaborative sharing of data and expertise, and the education
of medical researchers in advanced analytics methodologies are among the critical challenges
that must be addressed. The ethical, legal, and social implications of data sharing, particularly
concerning patient privacy and consent, pose significant barriers to the full realization of
Big Data’s potential in healthcare. As precision medicine initiatives emphasize data sharing
and the public value of Big Data, they confront traditional barriers such as data silos and
privacy concerns [24]. The challenge lies in harmonizing the immense variety of data types,
ensuring they communicate effectively across formerly isolated platforms. Despite these
challenges, the promise of Big Data in advancing precision medicine is undeniable. It offers
a path to more effective, personalized treatments, ultimately improving patient outcomes
and healthcare efficiency. As we navigate these complexities, the ultimate goal remains
clear: to leverage Big Data’s vast potential to deliver the right treatments to the right patients
at the right time. The dedication to open-source software and the creation of standardised
techniques highlight how crucial community-driven initiatives are to tackling the challenges
associated with Big Data research [25].

As we have seen, the integration of big data analytics into precision medicine marks a
paradigm shift towards more personalized and effective healthcare. This shift is underpinned
by our growing ability to gather, analyze, and interpret vast datasets, illuminating the path
to tailored treatments. A pivotal component of this data-driven revolution is omics data,
with genomics playing a particularly critical role. Precision medicine is based in part on the
examination of genomic data, which includes the in-depth analysis of genetic variations. The
secrets of understanding human health and illness lie in the intricate interactions between
these hereditary variables. In order to provide the foundation for a more sophisticated
understanding of the function that genetic data plays in improving precision medicine, the
next section will concentrate on the crucial role that omics data, particularly genomics, will
play in influencing the direction of medical research and treatment.
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1.2 The Omics Revolution and Its Impact on Precision
Medicine

The introduction and integration of omics sciences have radically transformed the field of
translational medicine over the last decade. These tools, which offer comprehensive insights
into the genomic, transcriptomic, proteomic, and metabolic mechanisms underlying health
and disease, have revolutionized our approach to studying diseases at the molecular level. A
suite of high-throughput experimental technologies, collectively known as "omics," aims to
elucidate the complex molecular dynamics of biological systems [26].

The breakthrough in omics research, particularly the publication of the complete human
genome, has paved the way for a deeper understanding of the vast array of biological
fields, including genomics, transcriptomics, proteomics, metabolomics, and other omics
disciplines [27]. The "omics" approach entails a comprehensive evaluation of the sets of
molecules, transforming the landscape of biomedical research and enabling a more accurate
understanding of the genetic architecture of common diseases.

The thesis will introduce various omics fields, from their foundational role in precision
medicine and the direct applicability to understanding disease mechanisms, identifying
therapeutic targets, and personalizing patient care. Despite the broader exploration of omics
technologies, genomics remains a cornerstone of our investigation, serving as a critical tool
for unraveling the molecular basis of diseases and tailoring healthcare to the individual’s
genetic profile.

1.2.1 Genomics

Genomics, the cornerstone of omics sciences, embarks on the comprehensive study of an
organism’s entire genome, encompassing both its structure and function. This discipline is
instrumental in laying the groundwork for the broader spectrum of clinical omics approaches,
standing out due to its fundamental role in unraveling the complexities of genetic information
[28]. It serves as a gateway to understanding the intricate details of genetic variations and
their profound impact on health and disease. At its core, genomics explores the vast expanse
of the human genome, which consists of about three billion DNA base pairs and encodes
approximately 20,000 protein-coding genes. A significant focus is placed on the protein-
coding regions, or exomes, which represent merely 1–2% of the genome. Despite this small
percentage, these regions hold the keys to understanding the genetic underpinnings of various
diseases. Beyond the exomes, the remainder of the genome, often misunderstood as ’junk’
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DNA, plays essential roles in regulating gene expression and maintaining genomic integrity
[29].

Genomic medicine, leveraging advancements such as Genome-Wide Association Studies
(GWAS) [30] and Whole Exome Sequencing (WES) [31], has begun to illuminate the genetic
variants associated with complex diseases, marking a paradigm shift towards precision
medicine. Precision medicine, with genomics at its heart, aims to tailor healthcare to
the unique genetic makeup of each individual. It promises a future where diseases can
be prevented, diagnosed, and treated with unprecedented accuracy, based on the genetic
predispositions and responses of each patient. This approach not only enhances the efficacy
of treatments but also minimizes adverse reactions, leading to more targeted and effective
healthcare interventions.

1.2.2 Transcriptomics

Transcriptomics is a key subject in molecular science research, providing deep insights into
the dynamic nature of gene expression. The field focuses on the transcriptome, which is
the full range of RNA transcripts generated by the genome. These transcripts include the
well-known messenger RNAs (mRNAs), which act as templates for protein synthesis, as
well as ribosomal RNAs (rRNAs) and transfer RNAs (tRNAs), which are essential for the
assembly of proteins. Since it was initially used in the 1990s, the word "transcriptome" has
been used to refer to this entire collection of RNA molecules that represents the complete
capacity of genome expression inside a particular cell type or tissue [32].

In addition to mRNAs, rRNAs, and tRNAs, the transcriptome encompasses a variety
of non-coding RNAs (ncRNAs), such as microRNAs and long ncRNAs, which do not
translate into proteins but are increasingly recognized for their regulatory functions. These
ncRNAs are instrumental in modulating gene expression and protein activity, highlighting
their significance in a myriad of cellular processes. It is astonishing to note that more
than 90% of the human genome is transcribed into RNAs, yet only a mere 2% constitutes
the coding region. This vast expanse of non-coding sequences generates RNAs that are
central to the regulation and complexity of gene expression. By examining the transcriptome,
scientists can uncover the intricate regulatory networks that govern biological processes.
This exploration not only enhances our grasp of the fundamental mechanisms of life but also
opens new avenues for disease prediction and prevention. Transcriptomics, by mapping the
expression patterns and regulatory pathways of genes, offers a powerful lens through which
we can interpret the complex language of the genome, ultimately guiding us towards novel
insights in biology and medicine.
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1.2.3 A particular experiment - RNA-Seq Analysis procedure

As depicted in Figure 1.3, a typical RNA-Seq experiment is comprised of three principal
(macro)-phases. The initial two phases — Experimental Design and Laboratory Performance
— are primarily conducted in a biological laboratory, focusing on the manipulation of wet
materials to obtain DNA or RNA sequences. The final phase, data analysis, is a bioinfor-
matics task dedicated to extracting meaningful insights from the sequenced data, employing
specialized software tools and methodologies.

The process initiates with the experimental design, wherein decisions are made regarding
the type of library to be utilized, the number of replicates to be generated, and the depth
of sequencing required. Once the experimental framework is established, the procedure
advances to RNA extraction, which is then followed by mRNA enrichment or ribosomal
RNA depletion. Subsequently, cDNA synthesis and the preparation of the adapter-ligated
sequencing library are undertaken. Sequencing is performed on high-throughput platforms,
typically yielding data in the .fastq format, although alternative formats may occasionally be
employed.

Upon acquisition of the RNA/DNA sequences, computational data analysis is undertaken
to ascertain differential gene expression, a focus emphasized in this paper and illustrated in
the green boxes in the Figure 1.3. This analysis encompasses the following tasks:

Fig. 1.3 A classical workflow for the RNA-Seq process.

• Quality Control: Comprising quality check and trimming steps, this stage is vital for
assessing the integrity of the raw data, represented as sequences of reads. These reads
are meticulously scanned to identify issues such as low-confidence bases, adapters,
duplicates, and base call errors. The necessity for the trimming step is determined based
on these assessments— if the sequencing data is deemed suboptimal, improvements
are made by excising adapters, low-quality sequences, and duplicates. This step can
be omitted if the data quality is already satisfactory. Such measures are imperative to
mitigate any potential biases in the final analysis.

• Read Mapping (or Alignment): In this stage, reads are mapped to a reference genome
or transcriptome, or assembled de novo if a reference is unavailable. The choice of
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reference is contingent on factors such as the specific research question, available
computational resources, and the nature of the organism under study. This phase
involves aligning the sequenced reads to a segment of the reference sequence. It is
noteworthy that read mapping is one of the most resource-intensive steps in RNA-Seq
data analysis due to the vast number of reads and the large, complex nature of reference
genomes or transcriptomes, which require non-contiguous mapping of spliced reads.

• Quantification: Following successful mapping, this phase quantifies the number of
reads aligned to each gene or transcript (referred to as features). Essentially, each
read is associated with a specific feature based on its mapping location. The outcomes
of this quantification are compiled into an expression matrix (or ’counting matrix’),
with each row representing an expression feature (gene or transcript) and each column
representing a sample. The matrix entries are typically the actual read counts.

• Differential Expression Analysis: The final phase involves identifying genes that
exhibit significant expression changes across various experimental conditions. Appro-
priate statistical models are applied to the normalized counts from the quantification
step to extract meaningful information from the RNA-Seq data.

1.3 From Genomics to Variant Calling

The path from genomics to variant calling is critical in the field of precision medicine,
underpinning our ability to understand and treat genetic disorders with an unprecedented level
of specificity. This process begins with the comprehensive study of an organism’s genome,
provided by genomics, and transitions to the identification and analysis of variations within
that genome, known as variants. Understanding these variations is crucial for diagnosing
genetic conditions, predicting disease risk, and tailoring individualized treatment plans.
Although each person is unique, our genomes show that, genetically speaking, we are 99.9%
alike. All the characteristics that distinguish each of us as unique are caused by the remaining
0.1%. The term "genomic variation" refers to the variations in our genomes, which might
range in size and whether or not they affect our health. More precisely, a genetic variant is a
difference in the DNA sequence among individuals, groups, or populations. Variants occur
when a specific position in the genome differs from the reference sequence used as a standard
to compare genetic material. These variations can be as small as a single nucleotide change
or can involve larger segments through insertions, deletions, and structural rearrangements.
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1.4 Germline vs. Somatic Variants

Understanding the nature and origin of gene variants is crucial in the study of genetics and
its application to health and disease [33].

• Inherited (Hereditary) Variants: Inherited, or hereditary, variants are passed from
parents to their offspring and are present in virtually every cell of the body throughout
an individual’s life. These are also known as germline variants because they originate
in the germ cells—egg or sperm—of the parents. When an egg and sperm cell unite,
the fertilized egg contains a mix of DNA from both parents, including any variants
they carry. These variants will be present in the cells of the offspring that develop from
the fertilized egg. Germline variants are fundamental to the transmission of genetic
information and traits from one generation to the next, including predispositions to
certain diseases.

• Non-Inherited (Somatic) Variants: Non-inherited variants, also called mutations, in
contrast, arise during an individual’s lifetime and are present only in certain cells, not
in every cell of the body. Such variants are typically found in somatic cells (those other
than sperm and egg cells) and are therefore referred to as somatic variants. Somatic
variants are not heritable and cannot be passed down to the next generation. These
changes can result from environmental factors, such as ultraviolet radiation from the
sun, or from errors during DNA replication as cells divide.

Most gene variants are benign, contributing to the natural diversity among individuals,
including traits like eye color, hair color, and blood type. However, a small fraction of
variants can influence the risk of developing certain diseases. Understanding the distinction
between germline and somatic variants, along with the concept of mosaicism, is critical for
the diagnosis, treatment, and prevention of genetic disorders, as well as for the development
of precision medicine strategies tailored to individual genetic profiles.

Types of Variants

As we shift our emphasis to a more in-depth examination inside our thesis, we now provide
the kinds of genetic variations that will be essential to our talks to follow. In genomics, each
kind of variants has a unique function that advances our knowledge of genetic variety, disease
causes, and the possibilities for customised treatment.

• Single Nucleotide Polymorphisms (SNPs): stand as the most ubiquitous type of
genetic variation within the human population, each representing a single nucleotide
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Fig. 1.4 Main DNA Sequence Variations. Single-nucleotide polymorphisms (SNPs) involve
the substitution of a single nucleotide. Insertions and deletions (indels) represent the addition

or loss of nucleotides. Copy number variations (CNVs), inversions, translocations, and
duplications, are larger-scale alterations that can have significant impacts on genetic function

and organismal traits (https://www.csc.fi/-/crunching-ngs-data-on-pouta-cloud).

alteration within the genome’s vast expanse. These minute changes, involving one of
the four nucleotides—adenine (A), thymine (T), cytosine (C), or guanine (G)—are
foundational to our understanding of genetic diversity. With an average occurrence
of one SNP per 1,000 nucleotides, it’s estimated that each human genome harbors
around 4 to 5 million SNPs, illuminating the profound variation and complexity of
our genetic makeup. The identification and study of SNPs have opened new vistas in
genomics, revealing that these genetic markers are not uniformly distributed across the
genome but are found both within the coding regions of genes and in the vast stretches
of non-coding DNA. The significance of SNPs transcends their mere presence in the
genome; they serve as critical markers for locating genes associated with diseases
and are instrumental in understanding the genetic underpinnings of various health
conditions. Notably, SNPs located within genes or regulatory regions near genes can
have a direct impact on health by influencing gene function and expression [34]. The
vast majority of SNPs are benign, exerting no observable effect on an individual’s
health or development. However, a select few have proven crucial in the study of
human health, predicting individuals’ responses to certain drugs, their susceptibility to
environmental factors, and their risk of developing diseases. This has profound impli-
cations for pharmacogenomics, where understanding an individual’s SNP profile can
guide drug therapy, tailoring treatments to reduce adverse effects and enhance efficacy
(https://medlineplus.gov/genetics/understanding/genomicresearch/snp/). Moreover,
SNPs are invaluable in tracing the inheritance of disease-associated genes within
families, offering insights into complex diseases such as heart disease, diabetes, and
cancer. Through genome-wide association studies (GWAS) and other genetic research
methodologies, genetic variations that contribute to disease susceptibility are identified,

https://www.csc.fi/-/crunching-ngs-data-on-pouta-cloud
https://medlineplus.gov/genetics/understanding/genomicresearch/snp/
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providing a clearer picture of the biological pathways involved and paving the way for
novel therapeutic targets.

• Insertions and Deletions (Indels): Indels are variants where nucleotides are inserted
into or deleted from the genome. These changes can disrupt the coding sequence of
genes, potentially leading to disease. They encompass events less than one kilobase in
length (usually less than 50 base pairs) that relate to the insertion and/or deletion of
nucleotides into genomic DNA. Moreover, some indels can cause frameshift mutations,
which alter the reading frame of a gene and can have significant effects on gene
function, potentially leading to severe consequences such as loss of function or gain of
harmful function. They are significant in clinical settings, particularly in oncology, as
they can activate kinases in cancer, making them targets for kinase inhibitors used in
targeted therapies [35].

• Copy Number Variants (CNVs): Structural variants (SVs), including copy number
variants, represent a significant and complex type of genetic variation within the
genome. SVs encompass a broad range of alterations that affect the structure of the
genome, such as inversions, translocations, and more intricate rearrangements that
combine multiple forms of changes (https://www.cancer.gov/publications/dictionaries/
genetics-dictionary/def/cnv). Among these, CNVs are particularly noteworthy as they
involve variations in the number of copies of specific regions of the DNA, resulting
in either an increase (gain) or decrease (loss) in the copies of those regions. These
genomic variations play a crucial role in human diversity, evolution, and disease.
CNVs can span anywhere from a few hundred base pairs to millions, covering sizable
portions of the genome. Their impact on gene function and expression can be profound,
as gains can lead to gene dosage effects, while losses may remove critical genetic
information. Inversions involve the reversal of a segment of DNA, while translocations
involve the rearrangement of segments between non-homologous chromosomes. The
implications of CNVs are wide-ranging; they have been associated with a variety of
diseases and conditions, including developmental disorders, neurological conditions,
and susceptibility to infectious diseases [36].

1.4.1 The Process of Variant Calling

The accurate identification and interpretation of genetic variants are essential for advancing
our understanding of human genetics, disease mechanisms, and the development of targeted
therapies. As sequencing technologies and bioinformatics tools continue to evolve, the
process of variant calling becomes more refined, enabling more precise and personalized

https://www.cancer.gov/publications/dictionaries/genetics-dictionary/def/cnv
https://www.cancer.gov/publications/dictionaries/genetics-dictionary/def/cnv
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approaches to medicine. Finding variations in sequence data is a crucial step in the genomics
process known as "variant calling." Through this procedure, variations in the reference
genome and the sequenced genome, including SNPs, Indels, CNVs, and other genetic
changes, may be identified by scientists and medical professionals. Accurately detecting
these genetic differences is the main goal of variant calling, as these variations are crucial for
comprehending hereditary illnesses, creating personalised medical strategies, and expanding
our understanding of human genetics [37].

Fig. 1.5 A general Variant Calling Workflow.

The general workflow of variant calling involves several key steps, each contributing
to the accurate identification and interpretation of genetic variants [38], [37]. The process
typically begins with the collection of DNA samples, followed by sequencing to generate
a vast amount of genomic data. This data, often in the form of short DNA sequence reads,
is then aligned to a reference genome, a standardized sequence representing the idealized
sequence of a species’ genome. Alignment is crucial as it locates the sequence reads within
the context of the known genome, facilitating the detection of variations. After alignment, the
next step involves the actual calling of variants. This process employs algorithms to compare
the aligned sequences to the reference, identifying locations where the sequence data differs
from the reference. Variants are called based on the evidence provided by the sequence reads,
including the quality of the reads, the depth of coverage (the number of times a nucleotide is
sequenced), and the agreement among reads about a potential variant.

Following variant calling, the identified variants undergo filtering to remove false posi-
tives, which may arise due to sequencing errors, alignment inaccuracies, or low-quality data.
Filtering criteria might include the depth of coverage, quality scores, and the consistency of
variant evidence across reads. The filtered set of variants is then annotated, a process that
provides information about the potential impact of each variant on gene function, protein
structure, and, by extension, potential implications for health and disease. Annotation draws
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on databases of known genetic variants, functional genomics data, and biomedical literature
to interpret the biological significance of called variants.

The final step involves the validation and interpretation of the called variants, often
requiring additional experimental or computational approaches to confirm the accuracy and
significance of the findings. The result is a list of genetic variants that are likely to be true
positives, each with potential biological implications.

1.5 Knowledge Graphs for Integrating Genomics and Clin-
ical Data

Knowledge graphs represent a compelling methodology for the integration and analysis
of diverse data sources, standing at the forefront of biomedical research and healthcare
innovation. This section delves into the conceptual underpinnings of knowledge graphs, their
utility in healthcare, particularly in integrating genomics and clinical data, and exemplifies
their applications in advancing precision medicine.

Fig. 1.6 A simple example of KG.

1.5.1 Conceptual Framework of Knowledge Graphs

A Knowledge Graph (KG) is a data structure that interlinks a wide array of information
through nodes (entities) and edges (relationships), forming a network that depicts how pieces
of information are interconnected, like in the simple example of Figure 1.6. These entities
can range from simple concepts or events to complex structured data. The relationships, on
the other hand, are not merely connections but carry semantic meaning that defines the nature
of the link between the nodes [39]. This structure makes it possible to represent data in a
way that is similar to how humans think, which makes it easier to explore and understand
complicated datasets in an understandable way [40].
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1.5.2 Application of Knowledge Graphs

The foundation of KG lies in semantic web technologies, leveraging ontologies to define
and organize the data. Ontologies, in this context, provide a formal vocabulary of terms
and the relationships among them, ensuring that the data is not only machine-readable
but also machine-understandable [41]. This semantic layer allows for the integration of
heterogeneous data sources, ranging from structured databases to unstructured text, under
a unified framework. Moreover, in the realm of KGs, emerging technologies like Artificial
Intelligence (AI) and machine learning are revolutionizing the way we construct and analyze
complex biomedical data. These technologies enhance the capability of knowledge graphs
by automating the identification of patterns and relationships within vast datasets, including
genomics. AI algorithms can predict new connections and insights, making knowledge
graphs more dynamic and insightful [42],[43]. This evolution in technology is critical for
advancing precision medicine, as it enables a deeper, more nuanced understanding of the
genetic and clinical factors influencing health and disease.

Knowledge Graphs in Precision Medicine

As we delve deeper into the realms of precision medicine and genomics, the integration of
diverse biomedical data becomes paramount for advancing personalized healthcare. The
complexity of genomic information, combined with the vast array of clinical data, presents a
significant challenge for data management, interpretation, and application in clinical settings.
This is where KG come into play, offering a dynamic and interconnected framework for
capturing, organizing, and querying complex data relationships. In precision medicine,
KGs facilitate the tailoring of medical treatment to the individual characteristics of each
patient. By integrating genomics data with clinical outcomes, healthcare providers can
identify genetic markers associated with disease susceptibility and drug response. This
integration enables the prediction of disease risk, the prevention of adverse drug reactions,
and the selection of optimal therapeutic strategies for individual patients, thereby enhancing
treatment efficacy and patient safety. KGs are instrumental in precision medicine for tailoring
medical treatments to the unique characteristics of each patient. By synergizing genomics
data with clinical outcomes, KGs enable healthcare providers to identify genetic markers tied
to disease susceptibility and drug responses. This holistic approach fosters the prediction
of disease risks, the mitigation of adverse drug reactions, and the formulation of optimal
therapeutic strategies tailored to individual patients, thereby elevating treatment efficacy and
patient safety.
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Within the scope of precision medicine, KGs find other critical applications [39]. Indeed,
KGs are pivotal in accelerating the discovery of new drugs or repurposing existing ones
by elucidating relationships among drugs, genes, diseases, and biological pathways. This
methodology unveils novel drug-disease associations and predicts the effectiveness of existing
medications for treating new conditions, significantly reducing drug development time and
cost while addressing unmet medical needs. KGs also enhance our comprehension of the
intricate biological mechanisms underpinning diseases. Integrating genomics data with
clinical insights and biomedical literature through KGs reveals patterns and correlations that
shed light on disease etiology and progression. This comprehensive perspective is key to
identifying potential therapeutic targets and biomarkers for disease diagnosis and prognosis,
propelling our understanding of human health and disease forward [44].

1.5.3 Examples of Knowledge Graph Applications in Healthcare

Several pioneering projects and platforms have demonstrated the potential of knowledge
graphs in healthcare. The Human Phenotype Ontology (HPO) project utilizes knowledge
graphs to associate genetic disorders with phenotypic abnormalities, facilitating the diagnosis
of rare genetic diseases [45]. Another example is the use of knowledge graphs in the Cancer
Genome Atlas (TCGA) project, which integrates genomic and clinical data to improve
our understanding of cancer biology and guide the development of targeted therapies [46].
While KGs offer significant advantages, their implementation is not without challenges.
Data quality, interoperability, and the need for advanced analytics capabilities are critical
considerations. Moreover, ensuring the privacy and security of sensitive health information
within KGs is paramount [47].





Chapter 2

Unveiling the Reproducibility Crisis in
Bioinformatics Pipelines

In this chapter, we conduct a comprehensive mapping study of RNA-Seq pipelines in the field
of oncology, which serves as a lens to scrutinize the reproducibility crisis in bioinformatics.
This investigation allows us to map out the current landscape and identify key reproducibility
challenges within bioinformatics pipelines. The findings underline the importance of dataset
retrievability as a critical factor impacting reproducibility. To address this issue, we introduce
a decision tree approach, designed to evaluate and enhance the retrievability of datasets
and experimental settings, pinpointing it as a pivotal concern in the realm of bioinformatics
reproducibility.

2.1 Motivation

Research in the fields of biology and medicine has entered a new era with the introduction
of Next Generation Sequencing technologies. These technologies, which are distinguished
by their greater efficiency and speed, have significantly improved our capacity to examine
the molecular details of different cell types that come from a variety of organisms and
environmental contexts. A key feature of NGS technologies is their ability to generate large
datasets consisting of millions of nucleotide sequences, or reads. The advent of new data
formats and experimental typologies brought about by this data explosion has made the
creation of advanced tools and processes necessary. These improvements play a critical
role in both aiding the future processing of these reads and in assembling them into larger,
coherent sequences. Gaining thorough understanding of intricate biological processes is the
goal.
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RNA-Sequencing (RNA-Seq), a method that has become essential in the investigation of
genomic sequences, is one particularly notable application of NGS. Differential expression
analysis, which is entirely based on RNA-Seq, compares gene expression profiles under
various experimental settings. These circumstances can include distinct cell populations
or the same cells exposed to several drugs. This analytical method is particularly useful in
oncological research, since it can provide important insights into the differences in gene
expression between malignant and healthy cells as well as the effects of pharmacological
therapies. These revelations could then help us better understand cancer biology and guide
the creation of specific treatment approaches.

Despite the promise and utility of RNA-Seq, researchers often face challenges in selecting
suitable pipelines and tools for the reproducible analysis of RNA-Seq data. The diversity and
complexity of available tools and the variability in experimental conditions compound this
challenge. This study, therefore, aims to furnish a comprehensive guide for the analysis of
RNA-Sequencing experiments, with a particular emphasis on differential expression analysis
in oncological contexts. By conducting an extensive review of the prevalent pipelines and
their applicability under varying conditions, this chapter seeks to aid researchers in making
informed decisions regarding pipeline selection.

In this chapter, we aim to quantify tool usage across various RNA-Seq phases, thereby
illuminating the landscape of pipeline selection in cancer research. This analysis not only
contributes to the understanding of the most prevalent methodologies but also highlights
areas where tool selection is underreported, echoing the concerns raised in [48] about the
challenges of reproducibility in RNA-Seq experiments. By providing a detailed examination
of pipeline usage, our study seeks to enhance the clarity and reproducibility of RNA-Seq
research in the field of oncology.

2.1.1 Related Works

The work presented in [49] provides a broad overview of RNA-Seq applications but does
not concentrate on specific aspects, nor does it delve into the most widely used pipelines.
While it occasionally references prominent tools used in different stages of RNA-Seq, its
scope extends beyond the differential expression analysis, encompassing additional RNA-Seq
applications like result visualization and gene fusion discovery. In contrast, [50] narrows its
focus to the differential expression phase, outlining the primary tools used and dissecting
their respective advantages and limitations. Similarly, [51] offers a detailed critique of
these tools, specifically from the perspective of their statistical models and underlying
assumptions. [52] provides a comprehensive description of a classical RNA-Seq experiment,
spanning from sequencing to pathway enrichment analysis. It generally discusses the tools
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employed in various stages and attempts to elucidate methodological differences. This
practical approach is further exemplified in [53], which presents a complete pipeline using
existing bioinformatics tools, offering an actionable guide for pipeline development. The
steps delineated in [54] mirror those in [52], yet the focus is limited to a select set of tools
without extensive comparison or description. [55] offers a brief overview of RNA-Sequencing
applications such as differential expression analysis and short-read mapping. Although it lists
popular tools, it does not extensively cover all phases of the applications, and recent tools are
notably absent due to its earlier publication. The study in [56] spans from data preprocessing
to alignment and differential expression in RNA-Sequencing. It uniquely compiles a list and
descriptions of existing bioinformatics tools and software for each phase, alongside relevant
platforms for tool usage and data analysis. However, the list provided does not necessarily
reflect the most frequently used pipelines. [57] surveys various RNA-seq applications like
alternative splicing and variant detection. It discusses tools used in different phases but stops
short of comparing them. A thorough step-by-step description of the RNA-Seq process and
its tools is offered in [58], which includes a comprehensive collection of tools, even recent
ones. However, it mainly focuses on tool taxonomy rather than their applications. [59] is
particularly notable, comparing 278 pipelines composed of various sequencing mapping,
quantification, and normalization tools. Despite its comprehensive approach, it does not
proceed to the differential analysis phase and lacks specific insights into its actual usage in
oncology.
Our research differs significantly from the aforementioned works:

Unlike [49], [50], [55], [57], [58], and [51], our study is not merely descriptive but
rather quantitatively focused. We aim to identify and quantify the most utilized pipelines
in tumor-related RNA-Sequencing experiments, spanning from sequencing to differential
expression analysis. Diverging from [56], [52], [53], and [54], our study does not stay on
tool differences. We concentrate exclusively on tumor-related pipelines without asserting
the superiority of any particular tool or method. While [59] delves into pipeline concepts
and compares a multitude of them, our study extends to tools used in differential expression
analysis and examines their prevalence in oncological research, a perspective not covered in
[59].

2.2 Automating the Mapping Study

In the fast-paced domain of bioinformatics, especially within clinical genetics, the applica-
tion of Systematic Mapping Studies (SMS) becomes pivotal. Unlike Systematic Literature
Reviews (SLR), which delve into each paper’s methodologies and results, SMS aims to effi-
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ciently survey scientific literature to extract specific information of interest [60]. This study’s
goal is to navigate the diverse landscape of RNA-Sequencing (RNA-Seq) analysis tools,
specifically targeting studies involving complete genomes or transcriptomes and excluding
gene panel research. Our approach, delineated across five structured phases—ranging from
the initial definition of research questions and criteria to the comprehensive development
of a classification schema—is meticulously visualized in Figure 2.1. This process includes
crafting and executing a detailed search strategy, selecting pertinent papers based on stringent
criteria, conducting keywording and in-depth full-text analysis, and culminating in a multidi-
mensional visual schema that encapsulates the research landscape, particularly focusing on
oncology [61].

Research Question
Definition

Defining RQ and
Criteria

Querystring Definition

Conducting
Search

Abstract Keywording

Data Extraction

KeywordingPaper
Selection

Inclusion / Exclusion Criteria
Application

Full Text Reading

Keywording Refinement

Inclusion / Exclusion
Criteria Definition Querystring Execution

Duplicate Removal

Fig. 2.1 The mapping study process, separated by phases. In the coloured rectangles we
identify all the steps. The arrows show the steps followed in each phase.

2.2.1 Defining RQ and Criteria

In this subsection, we initially present the specific research questions (RQs) that are founda-
tional to our systematic mapping study, as detailed further in Section2.2.1. Following this,
we define the inclusion and exclusion criteria within Section 2.2.1, which act as the primary
filters for the literature screening process. These carefully crafted criteria are intended to
guide our selection process, ensuring it remains systematic and closely aligned with the
objectives of our investigation.

Research Question Definition

Rooted deeply in a specific area of study with a keen focus on the reproducibility of experi-
ments, our investigation emphasizes key factors including the datasets employed, the types
of tumors analyzed, thresholds set for differential expression analysis, the array of tools
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used throughout various stages, and the settings applied. This targeted focus underpins our
study’s primary objective, which is to explore and answer critical research questions that arise
within these parameters, aiming to enhance the reliability and replicability of bioinformatics
experiments in this domain:

• RQ1: Which pipelines are most prevalent in RNA-Seq data analysis for tumor studies,
specifically aimed at differential expression? This question is pivotal, as understanding
which pipelines are favored can shed light on their usability and reliability compared to
others, which is vital for the reproducibility of experiments—a cornerstone for ongoing
research integrity. We aim to dissect RQ1 further by examining the specific tools used
in various phases of analysis and evaluating how thoroughly these tools are described
in the literature, ensuring a comprehensive understanding of each pipeline’s application
and potential for replication.

• RQ2: What cancer types are most frequently studied using NGS technology with a
focus on differential expression? Our goal is to pinpoint the tumor types that are the
focus of significant research efforts in this domain. Understanding the prevalence of
certain tumor types in research could reveal which datasets are more accessible and
widely used, providing insights into current trends and gaps in oncological research
leveraging NGS technology.

• RQ3: What are the defining characteristics of datasets used in analyzed experiments?
Given the diverse nature of RNA-Seq analysis, we scrutinize how the characteristics of
datasets influence the selection of specific pipelines. This exploration acknowledges
the reality that no single pipeline serves as the gold standard for all RNA-Seq studies,
highlighting the importance of dataset attributes in guiding pipeline choice.

• RQ4: What are the experimental settings of the analyzed experiments? This question
investigates the specific experimental setups utilized in studies, focusing on aspects
crucial for experiment replicability. It emphasizes the alignment and differential expres-
sion analysis phases, known for their impact on result consistency. Understanding the
choice of reference genome versions and differential expression thresholds is essential,
as these parameters significantly influence the identification and interpretation of gene
significance within the experimental context.

Inclusion/Exclusion Criteria Definition

We crafted specific inclusion and exclusion criteria focusing on titles, abstracts, and full
texts, especially valuing full texts for deeper insights where abstracts fall short. Our criteria
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aim to include studies detailing comprehensive pipelines or those utilizing novel or recent
tools in their analysis phases. Moreover, works that provide thorough discussions on RNA-
Sequencing, offering broad overviews and practical insights, are particularly valued for their
potential to contribute significantly to the field.

Inclusion Criteria:

• Papers that illustrate one or more pipelines.

• Studies with a comprehensive focus on the RNA-Sequencing process.

• Inclusion of potentially noteworthy tools.

Our exclusion criteria are meticulously designed to filter out studies not pertinent to our
primary objectives, including those not focused on tumor research via RNA-Sequencing, con-
ference materials lacking comprehensive details, and any retracted publications. Furthermore,
we specifically exclude research on non-human subjects and studies that only address a single
step of the RNA-Sequencing process without offering a holistic experimental view. This
ensures our review remains focused on human tumor studies, incorporating comprehensive
experiments and innovative methodologies.

Exclusion Criteria:

• Papers focusing only on a portion of the RNA-Sequencing process.

• Non-human data studies.

• Studies not aligned with our objectives.

• Research RNA-Sequencing based but not cancer related.

• Conference posters or abstracts.

• Retracted studies.

The outcome of this phase defines the scope for the publications, guiding the subsequent
query formulation.

2.2.2 Conducting the Search

This subsection encapsulates the strategy and execution of our literature search. It begins
with the Query String Definition, where we outline the construction of a targeted search
string from key terms derived from our research aims. This is followed by Query Execution,
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detailing the process and outcomes of running the search string to gather relevant studies.
Together, these steps form a methodical approach to identifying the primary studies that will
form the basis of our systematic mapping study.

Query String Definition

The search for primary studies is a pivotal step, particularly as our focus is within the
biomedical domain. We chose PubMed Central (PMC) https://www.ncbi.nlm.nih.gov/pmc/
as our primary repository due to its comprehensive archive of full-text articles. To capture
recent developments, we limited our search to the past six years, allowing us to identify
current trends and evaluate the usage of both new and possibly outdated tools.

We distilled essential search terms from our research questions to craft an effective query
string. This string was constructed to encompass terms related to differential expression
analysis in tumor studies using RNA-Seq. The resultant query string on PMC is provided
below.

Query String Execution

We executed the formulated query string on PMC on November 20, 2023. This comprehensive
search was intentionally designed to encompass all relevant papers published over the last
eight years, from 2016 to 2023. This specific time frame allowed us to capture a broad and
up-to-date perspective of the advancements and trends in this rapidly evolving domain of
RNA-Seq (in oncology). The search yielded a significant corpus of 5202 papers, reflecting
the extensive research activity in this area during the specified period.

Duplicate Removal

Given that our search was conducted within a single database, we encountered few duplicates.
After identifying and removing 8 duplicate papers, the total count of selected papers was
adjusted to 5194.

2.2.3 Paper Selection

From the initial dataset, applying our defined criteria led to the selection of 212 publications,
as illustrated in Figure 2.2.

https://www.ncbi.nlm.nih.gov/pmc/
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Fig. 2.2 Sequential phases from initial search to final paper selection, with corresponding
paper counts.

2.2.4 Keywording

In preparation for extracting information from our selected papers, we initiated a classifi-
cation scheme through keywording of abstracts. Initially, we employed Wordstat (https:
//provalisresearch.com/products/content-analysis-software/) software for automation, in-
putting the abstracts into an Excel file. However, the specialized medical nature of the
publications meant the specific details we sought were not adequately extracted. This led to
additional manual screening to pinpoint the critical attributes of the publications relevant to
our research needs, ensuring a thorough and tailored analysis of the literature for our study’s
objectives.

2.2.5 Full Text Reading

We conducted a full-text analysis of all 212 selected papers. During this phase, 25 papers
were removed as they were secondary studies, lacked detailed experiments, or did not provide
the precise data necessary for our analysis. Consequently, we finalized 186 papers for data
extraction.

https://provalisresearch.com/products/content-analysis-software/
https://provalisresearch.com/products/content-analysis-software/
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Keyword Refinement

A challenge we encountered was the heterogeneity of the papers’ structure, with relevant
information often buried within specific sections like "bioinformatics analysis" or "supple-
mentary material." To address this, we manually entered the full text of each publication,
including supplementary materials, to extract the required information. This step formed the
basis for the subsequent phase of structured information extraction.

Data Extraction

Following our established schema, we extracted data from the selected studies. Our focus
on experimental reproducibility and the tools used in various pipelines led us to concentrate
on three main aspects: the dataset, the tools in each RNA-Seq phase, and the experimental
settings.

2.3 Results

To clarify the plots in upcoming sections, the label NOSPEC is used when a specific phase is
not mentioned in an experiment, while NOPROV indicates phases that were definitively not
conducted. The term ND represents a combination of NOSPEC and NOPROV across phases.
It’s important to note that the total count of papers per stage in some plots, like in Figure 2.4,
might not equal the overall selected paper count. This discrepancy arises because documents
often utilize multiple tools within a single phase to enhance analysis, and each tool has been
accounted for individually.

2.3.1 Which pipelines are most prevalent in RNA-Seq data analysis for
tumor studies, specifically aimed at differential expression?

Addressing the question of prevalent pipelines in tumor study analyses aimed at differential
expression, our study reveals no uniform standard across the board, echoing findings from
[49]. While some tools are favored in certain experimental phases, their selection may hinge
more on user familiarity than on proven superiority. Our examination uncovered a preference
for specific tools, indicating a level of trust in their performance (as shown in Figure 2.4).
Notably, a comprehensive pipeline specification within studies is rare, underscoring a variety
in approach. Among those, pipelines integrating fastqc / trimmomatic / star / featurecounts /
DESeq2 and fastqc / trimmomatic / star / htseq / DESeq2 emerge as the most cited. Despite
the frequent omission of quality control and trimming phases, the tophat2 / cufflinks pipeline,
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Fig. 2.3 Used tools, separated by phases.



2.3 Results 37

known as the Tuxedo Pipeline, stands out for its widespread adoption (71 selected papers in
total). The analysis underscores the diverse methodologies employed, with no single pipeline
dominating the field.

Moreover, our investigation delves into the tool preferences across each stage of RNA-Seq
analysis in tumor studies. We adopt a granular approach, examining tools utilized at every
process stage, represented through spider plots for clear visualization (as shown in Figure
2.4). This detailed exploration, extending to pathway analysis as a natural continuation of
DE analysis, aims to gauge the selected studies’ comprehensiveness. Our findings highlight
a diverse usage pattern, with no single pipeline dominating. Despite this variety, certain tools
emerge as prevalent in specific phases, underscoring patterns that may not be immediately
evident. For instance, the initial quality control phase often lacks specificity or execution in
many studies, while tools like fastqc and trimmomatic show prominence in their respective
phases. The alignment phase reveals a preference for star and Tophat2, aligning with
literature that underscores their efficacy ([62], [63]). Interestingly, the DE analysis phase
shows a detailed specification of tools, with DESeq2 and edgeR leading the usage. To provide
a complete picture, we also examine the enrichment analysis step, recognizing its role in
understanding the biological impact of differential expression.

To grasp the completeness of pipeline documentation in RNA-Seq analyses for tumor
studies, we delve into how each study specifies the experimental phases, contrasting those
marked with NOSPEC and NOPROV labels for unspecified or unperformed stages (Figure
2.5). Despite a general lack of specificity across many papers, a notable portion thoroughly
details their methodologies, with 28 papers documenting all steps and another 36 covering
at least four. This analysis, particularly illuminated in the progression depicted in Figure
2.6, showcases a trend where initial phases are more frequently detailed than later ones,
emphasizing a pattern of diminishing specificity as the process advances. This pattern not
only highlights areas where methodological transparency wanes but also pinpoints the critical
need for complete documentation to enhance experiment applicability. We report in the
following the 28 selected papers that specify the tools used in all phases:

• [64], [65], [66], [67], [68], [69], [70], [71], [72], [73], [74], [75], [76], [77], [78], [79],
[80], [81], [82], [83], [84], [85], [86], [87], [88], [89], [90], [91]

2.3.2 RQ2 What tumor types are most frequently studied using NGS
technology with a focus on differential expression?

There is a strong tendency among the selected documents to analyze datasets consisting
of different sets of tumors through the RNA-Seq process. This is because almost all the
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(a) Tools in quality control phase. (b) Tools in trimming phase.

(c) Tools in alignment phase. (d) Tools in counting phase.

(e) Tools in DE analysis phase.

Fig. 2.4 Phase-by-phase pattern.
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Fig. 2.5 This figure illustrates the distribution of research papers based on the number of
RNA-Seq pipeline phases they document. The x-axis represents the number of phases

specified, ranging from 1 to all phases, with the bars corresponding to the number of papers
that disclose specific tools used for each phase. The y-axis indicates the number of papers.
The data is sorted incrementally from 1 phase to all phases, providing a clear view of how

comprehensively each paper documents its pipeline.

experiments try to establish the effectiveness of a given treatment on different types of
tumors (183 papers), while others are works that establish the effectiveness and the speed of
execution of a certain pipeline on datasets (3 papers: [67], [92] and [93]). Figure 2.7 catalogs
the tumors investigated within these studies.

2.3.3 RQ3 What are the main characteristics of the used dataset in the
analyzed experiments?

To explore the third research question regarding the main characteristics of datasets in
analyzed experiments, we integrate responses from subdivided inquiries into a cohesive
analysis. This encompasses evaluating dataset sizes as described by runs due to the frequent
omission of total patient numbers in the selected works, prioritizing 95 papers that detailed
dataset dimensions. Therefore, excluding the papers that did not specify the dataset, because
it was not made available or only partially (Figure 2.8).
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Fig. 2.6 This figure shows the extent of pipeline documentation in each paper, beginning
with the Quality Control phase. ’First’ means only the initial phase is detailed, with

subsequent terms indicating progressively more phases documented. Specifying a phase
involves naming the tools used.

The analysis, as depicted in Figure 2.9, highlights that the majority of studies utilize the
Illumina platform for sequencing. However, some studies have not disclosed their sequencing
platform. Regardless of the platform, the focus of our analysis shifts towards the sequencing
design, specifically whether single-end or paired-end reads were used. The figure illustrates a
clear preference for paired-end designs, which are crucial for enhancing alignment accuracy
during the analysis phase, as supported by [94]. This preference underscores the importance
of sequencing design in achieving precise results.

2.3.4 RQ3.3 Are the used dataset in the analyzed experiments publicly
available?

First of all we want to say that with "publicly accessible dataset", we mean that in the paper
a link is given to it or a special code able to localize it on online publicly accessible data
archives (we have usually searched the SRA Archive). With the aim to answer this RQ, the
selected papers include three main cases: dataset available, dataset not available or dataset
partially available. In the latter case, it means that not all the runs have been uploaded
and made available on online repositories. On the other hand, when we are faced with an
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Fig. 2.7 Cancer distribution for experiment. The term "mixed" means a work that has taken
into consideration the study of different types of tumor.

unavailable dataset it is because the passage of the dataset in a confidential manner between
research groups is required. We note that a large percentage of the total papers make their
used datasets accessible (89 papers), compared to those that make the dataset accessible on
demand (73 papers). Finally, we have 14 papers where not all the runs are available.

2.3.5 RQ4 What are the experimental settings of the analyzed experi-
ments?

To delve into Research Question 4 regarding the experimental setup of studies, we consolidate
our examination of both the reference genome versions utilized and the thresholds applied for
differential expression analysis. Our analysis underscores the critical role of genome version
selection, noting a division between studies employing older versions like hg19 or GRCh37
and those adopting newer versions such as hg38 or grch38. The usage of the stable version,
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Fig. 2.8 Dataset size. We note that most of the papers do not specify the dataset used (ND
label in the figure). Then we have that a part of the selected papers use RNA-Seq on a

limited number of runs. ( 0-50 runs corresponds to 63 papers). Finally we have that 51-100
runs corresponds to 11 papers and >100 runs to 21 papers.

which corresponds to the version hg19 or GRCh37 (60 papers and 21 papers, respectively),
prevails. This choice significantly impacts the experiment’s replicability and accuracy in
variant detection [95]. The genome version that was utilised is not specified in a number of
articles (40), which undervalues this information in terms of future repeatability. Finally, a
tiny subset of three studies has been chosen to use hs37, a significantly altered variant of the
hg19 genome.

Considering the Table 2.1, in examining experimental settings, we assess the commonly
used thresholds for two critical measures in differential expression (DE) analysis: padj
(indicating statistical significance) and fold change (denoting biological significance). An
analysis reveals that 69 studies did not specify either threshold, affecting clarity in DE
analysis. Conversely, 33 studies detailed only the padj values without mentioning fold
change, and a few (six papers) did the opposite. Notably, the combinations Padj = 0.05 /
Fold Change 1 and Padj = 0.05 / Fold Change = 2 are most prevalent, underscoring standard
practices in threshold selection for these experiments.
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Fig. 2.9 Platform and layout distribution.

Fig. 2.10 Dataset availability. The possible cases are the following: dataset available
(available), dataset not available (not available), dataset partially available (partially

available)

2.4 Assessing Reproducibility: A Decision Tree Approach
for Dataset Accessibility

Drawing from the principles established in the survey’s results on data reproducibility, we
built a unified approach that extends our discussion on dataset retrievability. Thus, incorpo-
rating the additional details and clarifications provided, we further refine our discussion on
enhancing data reproducibility through a structured approach to dataset retrievability. Our
methodology, underscored by a comprehensive decision tree, serves as a fundamental guide
for researchers in navigating the complexities of making datasets accessible for subsequent
research endeavors. This decision tree, illustrated in the referenced figure and available on the
Zenodo repository [96], systematically addresses the pivotal aspects of dataset accessibility
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Fig. 2.11 Genome versions in dataset.

and processing methods, laying the groundwork for our commitment to bolstering scientific
transparency and reproducibility.

The decision tree is ingeniously designed with eight main interrogatives, structured as
internal nodes, leading to specific recommendations encapsulated in the leaf nodes. These
recommendations are meticulously tailored to guide researchers in providing the necessary
metadata or materials corresponding to each unique dataset scenario. The bifurcation of the
tree into two principal domains is predicated on the dataset’s shareability: one path explores
scenarios where the dataset cannot be shared, delving into alternative access methods or
the implications of restricted information due to regulatory constraints. The other pathway
investigates scenarios where the dataset is shareable, further distinguishing between raw
and preprocessed data forms and elucidating the requisite steps for each, including public
accessibility, preprocessing methodologies, and the specifics of data processing tools or
scripts.

For datasets that are not shareable, our approach mandates a clear delineation of available
alternative access mechanisms or a justification for the reproducibility limitations imposed
by regulatory frameworks. This ensures that, even in cases of restricted access, efforts are
made to outline the extents of dataset availability and the conditions under which they can be
accessed.

Conversely, when datasets are shareable, our schema meticulously distinguishes between
raw and preprocessed datasets. It guides researchers through a series of decisions regarding
the public availability of these datasets, the accessibility of preprocessing methods, and the
detailed instructions for data processing, whether it involves scripts, tools (including their
versions and configurations), or other methods. This structured approach not only facilitates
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Table 2.1 Association between thresholds

Padj Fold Change No of Papers

ND

0.5 1
1 3
2 2

ND 69

0.01

0.5 1
0.75 1

1 5
1.5 4
1.7 1
2 2

ND 6

0.25 1
0.05 0.5 1

0.6 2
1 16

1.5 7
2 26
3 1

ND 27

the disclosure of dataset access and processing details but also significantly contributes to the
replicability and reliability of scientific research.

By employing this decision tree, we not only adhere to the principles unearthed from our
survey on data reproducibility but also enhance our discussion on dataset retrievability.Our
proposed method employs a decision tree to guide researchers through the nuanced process
of making datasets accessible for future research. This decision tree is meticulously crafted
to accommodate various scenarios—whether the data can be shared publicly or is restricted,
and if it’s the raw dataset or a processed form. It offers a clear protocol for researchers to
disclose detailed information about dataset access, processing scripts or tools used, including
their versions and configuration parameters, thus ensuring the replicability of their work.
This decision tree stands as a critical tool, aligning with our survey findings and reinforcing
our commitment to advancing scientific transparency and reproducibility.

2.5 Conclusion

In this chapter, we conducted a comprehensive analysis of the reproducibility of RNA-Seq
pipelines in tumor studies, with a particular focus on differential expression analysis. A key
finding is the lack of uniformity in pipeline documentation, with a significant portion of
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Fig. 2.12 Data Retrievability Tree
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studies failing to fully specify the tools and parameters used across all phases. Specifically,
only 28 out of the selected studies provided complete documentation of all pipeline phases,
representing approximately 15

Furthermore, our analysis revealed that 69 studies did not specify critical thresholds for
differential expression analysis, such as padj or fold change, and 40 studies did not disclose
the reference genome version used. These omissions are particularly concerning as they
directly impact the reproducibility of the results. The choice of genome version, for instance,
plays a critical role in variant detection and the overall accuracy of the analysis. Similarly, the
specification of padj and fold change thresholds is essential for ensuring that the results can be
accurately replicated by other researchers. The variability in reporting practices underscores
the necessity for more stringent guidelines within the bioinformatics community. To improve
reproducibility, it is imperative that future studies provide comprehensive documentation of
all analytical parameters, including the thresholds used for differential expression and the
specific genome version employed. This level of transparency is crucial for enabling other
researchers to replicate findings under identical conditions, thereby enhancing the reliability
of scientific research.





Chapter 3

Towards Accurate Bioinformatics
Pipelines

Recognizing reproducibility issues affecting the trust physicians place in bioinformatics
results [97] and the imperative need for dependable bioinformatics outcomes, we embarked
on a meticulous examination of how the selection of specific tools within these pipelines can
influence the results, irrespective of the experiment being conducted.

To ascertain whether the optimization of bioinformatics pipelines could indeed yield more
biologically reliable results, we conducted a comparative analysis of the two most commonly
used tools identified in our earlier study: HISAT2 and STAR. This comparison aimed to
illuminate the significant impact that tool choice has on downstream analyses, particularly
focusing on the alignment and quantification phases integral to RNA-Seq processes. Our
investigation delved into the performance and output quality of these tools, examining how
each one’s unique handling of the data affects the subsequent steps in the analysis, especially
the identification and interpretation of differentially expressed genes. Through this analysis,
we sought to understand how the choice of one tool over another could potentially alter
the biological insights gained from the data, thus informing a more informed and strategic
selection of bioinformatics tools that underpin reliable research findings.

3.1 Motivation

We set out to explore the intricacies of bioinformatics pipelines in order to achieve reliability
and clarity in the analysis of genetic data. Along the way, we encountered an important
but sometimes disregarded feature: the uncertainty surrounding the pipelines’ first phases.
Although quality control, trimming, and alignment are widely acknowledged as essential
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procedures in many genomic research, particular information about the instruments and
settings used is often missing. This omission affects the dependability and interpretability of
outcomes from variant calling to RNA-Seq studies, and it goes beyond simple procedural
errors.

In this context, the alignment process captured our interest since it is a critical point in
time when the selection of tools has a major impact on the final analytical result. Motivated
by an extensive survey we did in the previous chapter revealing STAR and HISAT2 as the
two most often utilised alignment tools and from their established use and their demonstrated
advantages in terms of performance [98], we found ourselves actively involved in an RNA-
Seq investigation [99]. This project, which sought to clarify the possible impact of the
medication Ruxolitinib on myelofibrosis (MF), a crippling bone marrow disorder, offered
a painful background for our comparative study. While roxolitinib has FDA approval for
treating MF symptoms, it is not effective in curing the disease or lowering the amount of
mutant cells in the body. This is because some MF cells are resistant to the medication,
presumably as a result of extra genes or pathways that support cell survival even in the
presence of ruxolitinib’s targets, the JAK2/STAT5 pathway. It highlights the urgent need for
a more comprehensive genetic understanding. Our previous investigations, as outlined in
related work, highlighted the role of proteasomal genes in MF cell survival and suggested
that targeting these genes could enhance treatment efficacy.

Unlike [99] but rather driven by these realisations and the need to overcome the diffi-
culties presented by early pipeline phases, we started a thorough analysis of HISAT2 and
STAR2. This investigation, which was guided by our RNA-Seq work, was not just a technical
exercise but also a crucial step in understanding how alignment tool selection affects compu-
tational efficiency and biological interpretability. Through the use of these commonly-used
instruments in the particular framework of our RNA-Seq investigation on MF, the goal was
to illuminate the wider consequences of preliminary bioinformatics choices.

3.2 Related Works

Precise alignment is pivotal for the success of downstream analyses, yet RNA-seq reads
containing splice junctions introduce significant challenges to alignment precision. To sur-
mount these challenges, various software solutions have been devised for aligning sequences
to a reference genome. Among these, TopHat2 [100], HISAT2 [101], and STAR2 [102]
have emerged as notable examples. HISAT2, building upon the foundational Bowtie2 [103],
has replaced TopHat2 as the preferred choice due to its enhanced computational efficiency.
Despite their rapid processing capabilities, the selection of an appropriate aligner is crit-
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ical for accurate downstream analysis, necessitating a thorough evaluation of each tool’s
performance.

This investigation aims to scrutinize HISAT2 and STAR2 through comparative analysis,
assessing their efficiency and the quality of their output to determine the most suitable tool
for precise alignment and subsequent analysis. Both HISAT2 and STAR2, representing the
latest advancements in alignment technology, have improved upon the limitations of their
predecessors, offering increased accuracy, speed, and memory efficiency. The divergent
alignment strategies, index sizes, sensitivity levels, and speed of HISAT2 and STAR2, along
with their optimizations for different read types, underscore the necessity of this comparative
study. HISAT2, employing a graph FM index (GFM) [101], boasts a compact index size
and rapid processing albeit with restricted multi-threading capabilities, whereas STAR2
leverages Spliced Transcripts Alignment [102], offering greater sensitivity and enhanced
multi-threading at the expense of speed.

Limited research has been conducted comparing these tools within cancer dataset anal-
yses. Notably, one study [104] demonstrated STAR2’s superior uniquely mapped read
percentage over HISAT2 across various genome assemblies. Another investigation [105]
reported HISAT2’s tendency to align fewer reads and its higher propensity for aligning to
pseudogenes, impacting alignment accuracy. Building upon these findings, our study extends
the comparison to include an assessment of biological relevance in the results produced by
HISAT2 and STAR2. By utilizing the hg38 genome assembly, recognized for its comprehen-
sive coverage in genome-wide analyses, we aim to explore differential expression outcomes
from each pipeline. Additionally, we will examine the computational efficiency of these
pipelines, offering insights into their operational time complexities.

3.3 RNA-Seq General Workflow
and Implemented Pipelines

In RNA-Seq analyses, there is not a universally superior pipeline applicable to all scenarios.
The choice of methodology often varies based on the objectives of the research and the
organisms being sequenced, necessitating a selection from a diverse array of software tools
[106],[107]. The generalized workflow for RNA-Sequencing and the specific tools selected
for our two unique pipelines are depicted in Figure 3.1.

A key determinant of bioinformatics tools’ efficacy in the mapping phase is the speed of
alignment [108]. Consequently, we opted to modify the alignment tool across our pipelines
while maintaining consistency in the other stages. The distinction between our pipelines
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lies solely in their mapping components, chosen for their balanced methodologies and
the robustness and efficiency as highlighted in [98], positioning them as leading options
currently available. As illustrated in Figure 3.1, an RNA-Seq process encompasses four
principal phases: Quality Control (detailed in Section 3.3.1), Alignment (explored in Section
3.3.2), Quantification (discussed in Section 3.3.3), and Differential Expression (DE) Analysis
(covered in Section 5.5).

Fig. 3.1 General workflow for RNA-Seq analysis and the implemented pipelines.

3.3.1 Quality Control

The initial phase in the RNA-Seq analysis is Quality Control (QC), a crucial step to ensure the
integrity of raw data. This process typically includes adapter trimming to discard sequences
not originating from the target organism and the elimination of low-quality reads and bases
with ambiguous calls. For data procured from the Illumina platform, FastQC [109] serves as
the preferred tool for assessing data quality due to its widespread adoption. Should quality
assessments indicate issues, the protocol incorporates additional measures to excise adapter
sequences and trim bases of subpar quality, for instance, employing Trimmomatic v0.39
[110].

In our specific analysis, the data quality was deemed adequate, obviating the need for
adapter removal or trimming as per our evaluations.

3.3.2 Alignment

When comparing high-throughput sequencing data, in terms of individual reads, to a reference
genome or transcriptome, alignment is a crucial step in many bioinformatics investigations.
In bioinformatics, alignment is the act of putting DNA, RNA, or protein sequences in a certain
order to find homologous sections that could point to structural, functional, or evolutionary
linkages. Alignment particularly refers to the mapping of individual short reads produced by
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high-throughput sequencing methods to a reference transcriptome or genome in the context of
RNA-Seq data processing. This crucial step enables researchers to pinpoint the exact position
of each read within the genome, which makes it possible to accurately quantify the levels of
gene expression and identify different genomic structures like splice junctions, exons, and
introns. To make the alignment process more efficient, most alignment tools create an index
of the reference genome or transcriptome. Because genomes and transcriptomes are large, an
index helps the alignment tool quickly find where each read might match. The index works
by organizing the sequence into a searchable structure, much like a table of contents or an
address book, that allows the tool to skip directly to relevant sections instead of searching
through the entire genome. This significantly speeds up the process, as the tool can quickly
narrow down the locations to check, making alignment much faster and less computationally
demanding. The output of the alignment process is typically a Binary Alignment Map (BAM)
file, which contains information on how each read aligns to the reference genome. These
BAM files are then used as input for subsequent steps, such as quantification and differential
expression analysis, making the alignment step foundational to the overall RNA-Seq analysis
pipeline. We looked at the two tools -HISAT2 and STAR2- to accomplish the alignment
stage.

Alignment Tool #1: HISAT2

HISAT2 (Hierarchical Indexing for Spliced Alignment of Transcripts) [111] stands out in
the realm of RNA-Seq mapping due to its innovative hierarchical indexing approach, which
not only enhances its speed but also elevates its efficiency beyond many competing tools.
This method not only reduces the index’s disk space requirement but also accelerates index
construction. Optimized for handling both single-end and paired-end reads, HISAT2 boasts
an alignment process that can be up to twice as quick as traditional methods, thanks to its
refined strategy [111]. A key feature of HISAT2 is its adeptness at aligning sequences across
regions marked by complex splicing, attributed to its hierarchical indexing. This capability
ensures high sensitivity, making HISAT2 indispensable for extensive RNA sequencing
projects. Despite these advantages, the computational demand of HISAT2’s indexing strategy
is higher compared to some alternatives, which might limit its use on less powerful systems.
Nonetheless, HISAT2’s design to construct a thorough index initially allows for faster
subsequent alignments with reduced memory needs, highlighting its suitability for large-
scale studies where rapid and efficient data processing is paramount.
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Alignment Tool #2: STAR2

STAR2 (Spliced Transcripts Alignment to a Reference) [102] ranks among the leading
RNA-Seq mapping applications, renowned for its splicing-aware alignment technique. This
method significantly enhances sensitivity, enabling a higher number of reads to be precisely
aligned to the reference genome than with alternative approaches. Featuring advanced multi-
threading support, STAR2 efficiently leverages multicore processors, albeit at the cost of
requiring larger index sizes compared to HISAT2. Distinguishing itself from aligners like
HISAT2, which uses hierarchical indexing, STAR2 implements a unique strategy for spliced
alignment, aptly named the unique spliced alignment strategy. This technique intricately
matches RNA-Seq reads to the reference genome in scenarios involving spliced exons,
through an index that identifies spliced reads and aligns them accordingly. The creation of
this index involves delineating splice junctions and anchor points from the reference genome,
facilitating the accurate identification of spliced exons within the reads, even amidst complex
splicing patterns.

Despite its proficiency in handling large-scale RNA sequencing projects, STAR2’s in-
tensive computational demands may render it less suitable for less powerful computing
environments. Unlike HISAT2, STAR2 requires users to construct the genome index from
the ground up for every new reference genome, a process that can be both time-consuming
and resource-intensive, particularly for larger genomes. This necessity for manual index con-
struction could detract from its efficiency and the conservation of resources when pipelines
are reused, contrasting with other software that may offer pre-built indexes for quicker setup
and lower computational overhead.

3.3.3 Quantification

After completing the mapping phase, the next task involves tallying the reads linked to
specific features of interest (in this case, genes) to facilitate differential expression analysis.
This analysis contrasts gene expression across various experimental setups. To accomplish
this, we employed featureCounts [112], processing all BAM files generated during the
alignment stage from both pipelines simultaneously.

3.3.4 DE Analysis

DE analysis represents a pivotal phase in RNA-seq data evaluation, aiming to identify genes
that vary in expression across different experimental conditions. For this purpose, the DESeq2
[113] package was specifically employed to analyze the quantification data. Before conduct-
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ing DE analysis, we normalized the count data to ensure that comparisons between samples
are accurate, taking into account differences in sequencing depth and RNA composition.
DESeq2 package employs the median of ratios method for the normalization. This method
starts by creating a pseudo-reference sample for each gene, calculated as the geometric mean
of the raw counts across all samples. This pseudo-reference serves as a baseline to compare
gene expression across different samples. For each gene in every sample, DESeq2 then
computes the ratio of the raw count to this geometric mean, which reflects how much each
gene’s count deviates from the reference, taking into account variations in sequencing depth
and RNA composition between samples. To adjust for these differences, DESeq2 calculates
a normalization factor, known as a size factor, for each sample. This size factor is determined
by taking the median of all the ratios for a given sample, ensuring that the majority of genes,
which are typically not differentially expressed, have comparable expression levels after
normalization. Using this median of ratios method, DESeq2 effectively normalizes the data,
making it robust to differences in sequencing depth and RNA composition and allowing for
accurate identification of genes that are differentially expressed across different conditions.

After normalizing the quantification data from RNA-seq, DE analysis was conducted
to pinpoint genes that were either upregulated or downregulated. In this study, the R
programming language was harnessed to execute DE analysis on data derived from the
HISAT2 and STAR2 pipelines.

3.4 Experimental Settings

In this section we present the experimental settings we used in our experiments. In particular,
in Section 3.4.1 we describe the used dataset, in Section 4.3.4 we describe the hardware we
used. Finally, in Section 3.4.3 we describe the software configuration.

3.4.1 Dataset Description

Our objective was to scrutinize the mRNA expression in CD34+ hematopoietic stem cells
harvested from the peripheral blood of myelofibrosis patients. Initially, the dataset comprised
samples from five individuals. However, quality control measures revealed Escherichia coli
contamination in the samples from one patient. To maintain the integrity of our analysis, we
excluded the contaminated samples, focusing on 32 fastq files derived from four patients, with
each offering two samples—one treated with the Ruxolitinib drug and the other untreated,
with each patient providing two replicates. The data, stored in fastq format, averaged 3
GB per file when uncompressed, totaling 96 GB for the study. Sequencing of these eight
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samples employed a paired-end approach to enhance data duplication accuracy, utilizing the
Illumina HiSeq 2500 system. This sequencing effort yielded between 60 to 90 million bases
per sample, with a majority surpassing 70 million reads. Access to the raw sequencing data
from this research is restricted to on-site requests, in compliance with patient confidentiality
protocols.

3.4.2 Hardware Configuration

The research was carried out on Caliban, a computing cluster with multiple nodes, where
all calculations were executed on a single node equipped with 48 CPUs at 2.16 GHz each,
enabling efficient parallel computation and swift data handling. This node features 141.48
GB of RAM and 1.5 TB of local disk space, sufficient for storing all computational data and
results.

3.4.3 Software Configuration

The environment for bioinformatics tools and their configurations that we selected is Ana-
conda version 3. Specifically, we developed bespoke bash scripts using Anaconda’s package
management (Conda) to automate the cluster’s RNA-Seq operation. Table 3.1 presents the
commands utilised for launching the chosen tools together with their corresponding settings.
We list the tools that were utilised, together with the command, arguments that were relevant
to the experiments, and the workflow phase that each tool implemented on the table’s rows.

For both pipelines, the GRCh38 genome from Ensembl [115] served as the foundational
reference for aligning reads. Accompanying the genome, a Gene Transfer Format (GTF) file,
detailing crucial information about splice sites and exons, was pivotal in constructing the
indexes necessary for alignment. Recognizing the dual demands of time and computational
resources required for indexing, efforts to streamline this process leveraged a multi-core
processing environment, utilizing 40 threads for both the development of the index and the
alignment operations themselves.

To maintain integrity and ensure a balanced evaluation of the two pipelines, indexes were
generated anew rather than relying on pre-existing versions. This approach, dictated by the
essential role of index construction in alignment accuracy, aimed to eliminate potential biases
and uphold the comparison’s validity. It’s important to highlight that STAR2, in particular,
necessitates the manual creation of indexes for each reference genome, as it lacks pre-built
indexes. This requirement underscores the need for meticulous preparation and resource
allocation in the setup phase of alignment tasks, ensuring both pipelines operate from a
common ground for a fair and insightful analysis.
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Table 3.1 Commands used for each tool in the bioinformatics pipelines and the related
configurations

Tool Phase Command Arguments
FASTQc Quality Con-

trol
fastqc -t 40

-o output_dir input_file
HISAT2 Alignment (In-

dexing)
hisat2-build – p 40 – ss splice_sites.txt – exon

exons.txt
STAR2 Alignment (In-

dexing)
star – runThreadN 40

– runMode genomeGenerate
– sjdbGTFfile
Homo_sapiens.GRCh38.97.gtf
– genomeDir GRCh38
– genomeFastaFiles
GRCh38.dna.primary.fa

STAR2 Alignment star – runThreadN 40
– genomeDir GRCh38
– sjdbGTFfile
Homo_sapiens.GRCh38.97.gtf
- readFilesIn Sample_R1.fastq
Sample_R2.fastq
- outSAMtype BAM SortedByCoor-
dinate
- outSAMunmapped Within
- outSAMattributes Standard
- quantMode GeneCounts
- outFileNamePrefix Align-
mentSample1
- twopassMode Basic

featureCountsQuantification featureCounts -T 40
-p -t exon
-g gene_name
-a Homo_sapiens.GRCh38.97.gtf
-o countmatrix.txt S1.bam ...
Sn.bam

DESeq2 DE Analysis R Script (custom) Official Code: [114]
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During the DE analysis, we aimed to determine over- or down-expressed genes using two
different thresholds to establish biological and statistical relevance. The padj threshold repre-
sents the level of statistical significance of the differential gene expression and corresponds to
an adjusted p-value, which was set to a value of 0.05. The adjustment for multiple testing was
performed using the Benjamini-Hochberg method, which controls the false discovery rate
(FDR). In simple terms, the Benjamini-Hochberg method sorts all the p-values and adjusts
them to account for the fact that many tests are being performed simultaneously, reducing
the likelihood of false positives and ensuring that the reported significant results are reliable.

The log fold change threshold, or log2 fold change, reflects the magnitude of the biologi-
cal differences between experimental conditions. For our analysis, this threshold was set to 1
in absolute value, meaning it did not play a role in determining which genes were consid-
ered differentially expressed. Essentially, all genes with significant adjusted p-values were
included regardless of the fold change magnitude, allowing for a comprehensive analysis of
differential expression without imposing a minimum effect size.

These thresholds and the multiple testing correction method were applied consistently
across both pipelines to ensure that the results were comparable and biologically relevant.

Code Availability

In this study, the pipelines were implemented as bash scripts and executed on a Linux Cluster.
The associated code is accessible at the provided reference [116] and is governed by the
Creative Commons Attribution 4.0 International license.

3.5 Results

This section compares the execution times and biological outcomes of the various bioinfor-
matics pipelines through a thorough review. To comprehend the overhead brought on by the
alignment tools, the computation time study concentrates on the three primary pipeline steps:
index construction, alignment, and quantification. Conversely, the evaluation of biological
results seeks to compare the pipelines with respect to the biological relevance of the Differ-
ential Expression step (in Section3.5) and the Alignment and Quantification steps (in Section
3.5) on one side. Our goal is to present a detailed analysis of the two pipelines, emphasising
their advantages and disadvantages.
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Computing time

In the experiment, we configured the tools of the two pipelines with consistent configuration
parameters (e.g., the same number of threads, the considered mapping regions), as reported
in Section 3.4.

Table 3.2 Average computing time of index creation, alignment, and quantification steps with
standard deviations.

Pipeline
Name

Index Creation (min-
utes)

Alignment (minutes) Quantification (min-
utes)

HISAT2 54.0±3.2 10.19±0.75 3.34±0.20
STAR2 28.0±2.5 10.43±0.68 2.18±0.15

The data presented in Table 3.2 indicate that HISAT2 demands more time to create
an index but aligns reads at a pace comparable to STAR2, albeit with a marginal lag in
quantification speed. This variance in the quantification phase could potentially stem from the
distinct alignment methodologies employed by HISAT2 and STAR2. Given that both software
and hardware configurations were consistent across tests, the differences in processing
durations can likely be ascribed to: i) the inherent disparities in how each algorithm processes
data and ii) the variation in their approaches to multithreading and optimization strategies.

The data presented in Table 3.2 show that while HISAT2 requires more time for index
creation than STAR2, the difference in alignment and quantification times between the two
tools is minimal. The additional 26 minutes for index creation in HISAT2 is relatively
insignificant in the context of an entire scientific project. If index creation time is a critical
factor in a project’s timeline, HISAT2’s longer setup time might be a significant consideration.
Conversely, for projects where the slight delay in quantification does not impact overall
deadlines or where computational resources are limited, HISAT2’s performance could be
deemed acceptable.

Biological Relevance of Alignment and Quantification

In evaluating the alignment efficiency, an essential aspect to compare is the overall and
uniquely mapped reads as outlined in Table 3.3. The comparative analysis revealed that both
HISAT2 and STAR2 exhibit similar overall alignment rates, with HISAT2 aligning 98.03%
and STAR2 slightly higher at 98.78% of the reads. Despite the minimal variance in overall
alignment, a more notable difference emerges in the proportion of uniquely mapped reads.
Specifically, HISAT2 managed to uniquely align 80.47% of reads, whereas STAR2 achieved
a slightly higher rate of 81.66%, translating to a difference of over 300,000 uniquely mapped
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reads between the two, with HISAT2 aligning 24,309,436 reads and STAR2 24,667,395
reads.

This disparity in uniquely mapped reads, although seemingly modest, holds significant
implications for subsequent analytical steps and the interpretability of biological outcomes.
It is crucial to acknowledge HISAT2’s marginally higher incidence of multi-mapped reads
(17.12% for HISAT2 vs. 15.9% for STAR2), which poses challenges to precise mapping
and, by extension, can influence downstream analyses like differential expression analysis.
The phenomenon of multi-mapping, if not addressed, might obscure true gene expression
patterns, yet it also presents an opportunity for HISAT2 to potentially uncover a broader
array of differentially expressed genes compared to STAR2. This aspect underscores the
importance of considering both the quantity and quality of mapped reads in choosing an
alignment tool, as it directly affects the reliability of downstream data interpretation and the
discovery of biologically significant insights [117].

Table 3.3 Percentage and number of mapped reads obtained after the alignment.

Pipeline
Name

Overall Align-
ment Rate (%)

Uniquely
Mapped Read
Rate (%)

No. of (Uniquely)
Mapped Reads (in
millions)

HISAT2 98.03 ± 0.15 80.47 ± 0.22 24.309 ± 0.084
STAR2 98.78 ± 0.13 81.66 ± 0.18 24.667 ± 0.079

Building upon the noted discrepancies in uniquely mapped reads and the potential for
multi-mapping to affect the discernment of genuine gene expression profiles, we expanded
our analysis to consider the alignment of reads against pseudogene regions. Pseudogenes
are DNA sequences that resemble functional genes but are generally nonfunctional due to
mutations, deletions, or combinations [118]. Despite their noncoding status, pseudogenes
can be transcribed, complicating the alignment process and potentially masquerading as
functional gene expression in RNA-Seq data.

In our expanded analysis, represented in the bar chart in the Figure 3.2, we scrutinized
the alignment patterns of HISAT2 and STAR to these pseudogene loci. Notably, HISAT2
aligns a higher percentage of reads to pseudogenes than STAR in both conditions, with a
pronounced increase under the treated condition. This suggests that HISAT2 may have lower
specificity in differentiating between genes and pseudogenes, particularly when experimental
conditions are altered, such as by drug treatment. STAR’s performance is consistent across
both conditions, indicating a more stable alignment behavior irrespective of the treatment,
which may be preferable in studies where pseudogene expression could confound the results.
The significant rise in pseudogene alignment by HISAT2 in the treated samples could point
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Fig. 3.2 Comparative alignment of reads to pseudogene loci using HISAT2 and STAR under
normal and treated experimental conditions.

to treatment-related changes in the transcriptome, perhaps indicative of the expression of
pseudogenes or changes in RNA splicing or processing.

These observations underline the importance of selecting an appropriate alignment
tool based on the nature of the experiment, especially considering the potential biological
implications. For instance, in studies where the accurate differentiation between genes and
pseudogenes is critical, the consistent low alignment to pseudogenes by STAR might make it
the tool of choice. Conversely, the increase in pseudogene alignment with HISAT2 might
necessitate additional data filtering steps to ensure the reliability of downstream analyses,
such as identifying differentially expressed genes. This careful consideration is essential
to ensure that the results of RNA-Seq data analysis are both accurate and biologically
meaningful.

Biological Relevance of Differential Expression

In the displayed Venn diagrams of Figure 3.3, we have illustrated the number of differentially
expressed genes detected by the HISAT2 and STAR2 pipelines, with a comprehensive
breakdown of total gene counts as well as those that are over-expressed and down-expressed.

Our analysis revealed that HISAT2 flagged a larger number of genes (197) as differentially
expressed than STAR2 (147), all within the defined thresholds of statistical and biological
significance (Section 3.4). Closer scrutiny of the Venn diagrams shows a substantial overlap,
where 138 genes were commonly identified by both tools, suggesting a core set of differen-
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tially expressed genes recognized irrespective of the alignment tool used. It is interesting
to note that almost all the genes detected by STAR2 were also picked up by HISAT2, with
the latter additionally identifying 59 genes (35 over-expressed and 24 down-expressed) not
recognized by STAR2. Conversely, STAR2 uniquely identified only 9 genes.

This disparity in gene detection could imply that HISAT2, potentially due to its alignment
strategy that encompasses more regions corresponding to pseudogenes, might have a broader
detection scope. Pseudogenes, the genomic remnants that resemble functional genes but
are typically noncoding, can introduce complexities in alignment and gene identification
processes. Since they share sequences with functional genes, aligners might misinterpret
pseudogene-derived reads as originating from functional genes, leading to potential discrep-
ancies in gene expression analysis.

This observation suggests that while HISAT2 may cast a wider net in detecting gene
expression changes, it also raises the possibility of including reads from pseudogenes, which
may not be biologically relevant in the context of functional gene expression. On the flip side,
the more conservative count of STAR2 might reflect a more targeted approach, potentially
missing some true positives but also reducing the noise from pseudogenes.

The implications of these findings are twofold. First, they highlight the necessity for
careful consideration when selecting an alignment tool based on the study’s focus—whether
it is to capture as broad a spectrum of gene expression changes as possible or to ensure a
more stringent, potentially more accurate, set of differentially expressed genes. Second, they
underline the importance of understanding the inherent biases and operational differences
between alignment tools, which can have a direct impact on the downstream analysis and
biological interpretations drawn from RNA-Seq data [105].

To unravel the biological significance of the data, bioinformatics typically zooms in on
the most differentially expressed genes, as they often hold the key to understanding the
physiological changes under study (Figure 3.4). In this analysis, the focus was placed on the
top 30 differentially expressed genes, irrespective of their being upregulated or downregulated.
It was found that 27 out of these 30 genes showed consistent expression across both HISAT2
and STAR2 pipelines.

Such consistency between the pipelines suggests that, despite the presence of some false
positives within the broader gene expression data, the most critical genes from a biological
standpoint tend to be reliably detected by both methods. Hence, these top 30 genes, reflecting
the core of differentially expressed genes, can serve as a reliable basis for further detailed
examination and interpretation. This convergence of results from both pipelines enhances
confidence in the biological relevance of the identified genes, providing a solid foundation
for subsequent research and validation efforts.
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Fig. 3.3 Comparison of gene expression results across pipelines and gene sets. The first Venn
diagram (from the top) shows the overlap and differences in overall differentially expressed
genes between two pipelines. The second diagram focuses on over-expressed genes, while

the third diagram compares down-expressed genes.

Fig. 3.4 On the left (Figure a), the comparison of gene expression results across pipelines
and gene sets in terms of most important differentially expressed genes (top 30). On the right

(Figure b), the focus is on the intersection and the expressed genes that were found
down-regulated
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To illustrate a case in point regarding the physiological relevance of our gene expression
data: the top 30 differentially expressed genes identified in our study have shown alignment
with clinical observations. This group predominantly comprises genes implicated in the
pathophysiology of myelofibrosis, which appeared to be repressed upon treatment with the
therapeutic drug, leading to a reduction in inflammation—a hallmark of this condition (Figure
3.4). Remarkably, each gene within this subset was found to be down-regulated, signaling
the drug’s efficacy in modulating gene expression. The fact that these down-regulated genes
are all associated with the inflammatory processes specific to myelofibrosis corroborates the
notion that the drug intervention is exerting a precise and targeted influence on the biological
pathways underpinning the disease. This correlation between the gene expression results
and the expected therapeutic outcomes lends credence to the drug’s role in manipulating
key genes within the disease pathway, affirming the therapeutic strategy employed in this
research.

3.5.1 Limitations

Despite the promising results obtained in this study, there are certain limitations to our
approach that should be taken into consideration. In this section, we discuss these limitations
and their potential impact on the interpretation of our findings.

• The main limitation of this study is that it analyzes only a single dataset. To draw
more generalizable conclusions about the effectiveness and reliability of different
mapping tools, it would be necessary to analyze multiple datasets from diverse sources.
Such a broader analysis could provide a more comprehensive assessment of the tools’
performance across various experimental conditions and biological contexts. However,
even with this single dataset, we have begun to observe patterns in how different tools
perform, suggesting initial trends that could be further validated with additional data.
While expanding the scope to include multiple datasets is beyond this thesis, it is
important to recognize that conclusions based on a single dataset may not fully reflect
the variability and robustness of the tools in diverse settings.

• The dataset employed here is proprietary, provided by our collaborators, and not
available for public distribution. We acknowledge the limitation this poses for the
reproducibility of our findings. Additionally, sourcing public datasets for myelofibrosis
is inherently difficult given the rarity of the condition.

• The scope of our analysis included differential gene expression using DESeq2, but
it did not extend to pathway or functional enrichment analysis. Such analyses are
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crucial for confirming the efficacy of the analytical pipelines and for uncovering new
biological processes involved in the onset and progression of myelofibrosis.

• As a means of improving the robustness of our results, we aim to integrate other
methods for differential expression analysis in future work. Although we used the
DESeq2 method in this study, the integration of other related methods will enable us to
evaluate potential false positives or false negatives that may arise from using only one
method. Such a comprehensive evaluation will provide a more accurate and reliable
comparison of the different cleaning methods.

These considerations serve as a reminder of the necessity for comprehensive and transpar-
ent research practices and the continuous refinement of methods to achieve the most reliable
and informative results.

3.6 Discussion

Through the lens of our comparative study between HISAT2 and STAR2, it is evident that
the choice of alignment tool can distinctly influence the outcome in terms of computational
efficiency, alignment accuracy, and the identification of differentially expressed genes. Em-
ploying robust statistical thresholds allowed us to identify a significant cohort of genes
exhibiting differential expression, many of which were responsive to the myelofibrosis treat-
ment drug. Notably, genes down-regulated by the drug coincided with those associated
with inflammation—a key feature of the disease—implying that the drug’s mechanism is
effectively targeting the underlying biological processes of myelofibrosis.
Drawing from the collective findings, several insights emerge:

• STAR2 demonstrated superior alignment accuracy in comparison to HISAT2, sug-
gesting its preference for projects where precise differential expression analysis is
paramount. Nonetheless, HISAT2’s broader gene discovery potential makes it suitable
for exploratory studies aimed at uncovering novel genes.

• Contrary to initial assumptions, STAR2 exhibited improved execution times despite
the absence of pre-built indices, suggesting that its alignment process is well-optimized
for speed.

• The disparity in unique read mapping, with STAR2 aligning substantially more reads,
resulted in a paradox of fewer identified genes. This invites further exploration to un-
ravel how the differential expression patterns of these uniquely mapped reads contribute
to the overall gene expression landscape.
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• Intriguingly, the genes identified exclusively by either HISAT2 or STAR2 may open
new investigative avenues into the pathology of myelofibrosis and the pharmacodynam-
ics of Ruxolitinib, potentially leading to novel insights that have yet to be explored.

Moreover, the role of pseudogenes in the analysis emerged as a pivotal factor. HISAT2’s
higher alignment to pseudogenes, especially under treatment conditions, poses additional
considerations for data interpretation. Pseudogenes, which mimic functional gene sequences
but are not typically expressed, can complicate the alignment process, potentially inflating
gene counts or misrepresenting gene expression levels. One effective approach to mitigate
this issue would be to provide a GTF file containing only protein-coding genes during the
alignment step. This would reduce the alignment of reads to pseudogenes, thus enhancing
the specificity of the analysis and ensuring more accurate gene expression results. The
precision of STAR2 in this regard suggests a more selective approach, possibly minimizing
the influence of these genomic elements.

Additionally, an important consideration in bioinformatics research is computational
reproducibility. To ensure the reproducibility of our findings, future studies should consider
using virtualization or containerization technologies, such as Docker or Singularity. These
tools provide a standardized environment for executing bioinformatics pipelines, ensuring
that all dependencies and software versions are consistently maintained across different
computational setups. This approach would not only facilitate reproducibility but also
enhance the transparency and robustness of bioinformatics research.

In light of these observations, it becomes clear that the selection of an alignment tool
should not only be dictated by performance metrics but also by the specific requirements
and goals of the research at hand. The ramifications of this study highlight the ongoing need
for comprehensive evaluations of bioinformatics tools, ensuring that their applications in
research are both informed and intentional, to foster advancements in our understanding
and treatment of complex diseases like myelofibrosis. As we conclude this chapter on the
differential expression analysis, it’s important to recognize the continuity in genomic research
methodologies as we transition to the next stage of our study. We now shift our focus to
variant analysis, which is an expansion of the foundational bioinformatics processes. These
steps, while preserved across different types of genomic analyses, play a particularly pivotal
role in variant calling pipelines, allowing us to delve deeper into the genomic alterations that
may underpin diseases like myelofibrosis.

All the work, including the results and analysis discussed in this section, has been
detailed and published in our article by [119], further enriching the discourse on the impact
of alignment tool selection in genomic research.



Chapter 4

Identifying Potential Cancer-Associated
Variants through Integrated Genomic
Analysis

Following our exploration of pipeline optimization, this chapter shifts focus to the critical
task of identifying genetic variants associated with cancer. Instead of developing new bioin-
formatics tools, our aim is to leverage existing methodologies to conduct a comprehensive
analysis of genomic variations—specifically SNVs, Indels and CNVs—that may have a
potential role in cancer predisposition and pathogenesis.

Understanding the genetic underpinnings of cancer requires an integrated approach that
considers both point mutations and structural variations across the genome. Here, we present
a detailed analysis using public WES datasets from familial breast cancer cases that do not
carry the common BRCA1/2 mutations. Our approach synthesizes multiple established tools
into a cohesive workflow to maximize the detection of relevant variants that could inform on
novel genetic factors contributing to cancer. By applying this integrative strategy, we aim
to highlight potential variants that warrant further investigation in cancer research, thereby
contributing to the broader understanding of cancer genetics and advancing knowledge in the
field of genomics.

4.1 Motivation

Following the comprehensive analysis of bioinformatics pipelines in previous chapters, our
focus naturally shifted towards variant calling as a crucial step in genomic research. The
knowledge and experience gained from those chapters provided a solid foundation for devel-
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oping a more integrated approach to identifying genetic variations. This chapter highlights the
evolution of our methodology, building upon the insights and practical knowledge obtained
from previous studies.

The motivation for this work stems from the need to refine and enhance variant detection
techniques, specifically for identifying SNPs, Indels, and CNVs. By integrating these various
types of genetic alterations within a unified framework, we aim to improve the accuracy
and reproducibility of genomic analysis. This integrated approach not only addresses the
complexities of variant calling but also opens new possibilities for discovering potential
cancer-associated variants, advancing our understanding of genomic contributions to disease.

4.2 Related Works

In the realm of contemporary genomics, the ability to thoroughly assess genetic variations
stands as a cornerstone in unraveling the complex genetic underpinnings of diseases, notably
cancer [120]. The study of SNV, Indels and CNVs is paramount for elucidating disease
mechanisms and enhancing diagnostic precision [121]. The call for an integrated analysis of
these genetic alterations has been highlighted in recent research [122], [123], [124], pointing
out a pivotal gap: the tendency to analyze SNVs/Indels and CNVs in isolation rather than
within a unified framework [125]. This segmentation hampers the construction of a holistic
view of genomic alterations. Additionally, the scarcity of publicly available codes exacerbates
the challenge for researchers, particularly for those with limited bioinformatics expertise.

The use of bespoke pipelines for SNP and Indel detection is prevalent across various labo-
ratories [126] or as seen in https://www.alamyahealth.com/next-era-whole-genome-sequencing/.
Yet, these custom solutions often remain under lock and key, shrouded in proprietary secrecy
that bars the broader scientific community from scrutinizing or enhancing these tools [127].
This opacity not only stifles methodological validation and replication but also curtails col-
laborative advancements in the field. The literature reflects ongoing struggles to standardize
variant analysis, with researchers frequently resorting to custom or established platforms like
Galaxy (https://usegalaxy.org/) that may fall short of meeting precise research demands. This
delineates a crucial gap in genomic research, underscoring the necessity for an approachable,
integrated system.

Addressing this void, our work introduces an integrated pipeline that amalgamates the
analysis of SNVs, Indels, and CNVs into a coherent, single framework. This holistic strategy
not only broadens the analytical scope but also champions the reproducibility of findings—a
critical yet often neglected facet in current research paradigms.

https://www.alamyahealth.com/next-era-whole-genome-sequencing/
https://usegalaxy.org/
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Our investigation utilizes public databases to re-examine NGS data, with a particular
emphasis on Whole Exome Sequencing (WES) datasets from familial/hereditary breast
cancer (BC) cases devoid of BRCA1/2 mutations (non-BRCA). This focused inquiry enables
us to validate our integrated approach in a precise and controlled context. Given that a
substantial portion of familial BC instances eludes genetic explanation beyond the most
commonly implicated BRCA1/2 genes [128], and despite the identification of other genes with
lower penetrance [129], a significant majority of these cases remain genetically unresolved.
Consequently, there is an imperative need to uncover new predisposing factors that could
elucidate the genetic susceptibility in non-BRCA familial BC cases.

4.3 Materials and Methods

4.3.1 Methodological Approach

Our integrated technique was designed to simultaneously identify CNVs, Indels, and SNVs
in WES data. This comprehensive strategy includes a pipeline for identifying germline SNVs
and Indels as well as a parallel process for identifying CNVs. Although the two pipelines
have different end goals, they both have common basic phases that guarantee consistent data
processing. Even while our pipelines’ tools are essential for defining the current internal
processes, they may be easily modified or replaced with only slight configuration adjustments.
This flexibility also applies to the references that are utilised, which may be easily changed
to suit the requirements of different projects. These references include genomes, targeted
parts, and known sites.

4.3.2 Dataset

In developing a comprehensive and robust approach for the analysis of WES data, it is
imperative to validate the proposed methodologies within a controlled setting. This controlled
environment facilitates a precise evaluation of the approach, ensuring its reliability and
effectiveness in uncovering new insights into familial BC susceptibility. To this end, we
utilized previously sequenced data as the foundation for our experimental setting.

The datasets employed encompass two WES datasets: PRJEB3235 (36 items) [130] and
PRJEB31704 (7 items) [131]. The dataset corresponding to id PRJEB3235 is freely ac-
cessible from the Sequence Read Archive (SRA) (https://www.ncbi.nlm.nih.gov/srasra/
?term=PRJEB3235) and provides sequencing data for eleven BC cases: 07S240, DAD1,
family F2887 (F2887-13 and -24), family F3311 (F3311-5 and -43), I-1408, family RUL036

https://www.ncbi.nlm.nih.gov/srasra/?term=PRJEB3235
https://www.ncbi.nlm.nih.gov/srasra/?term=PRJEB3235
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(RUL036-2 and -7), family RUL153 (RUL153-2 and -3) and seven HapMap controls. Re-
garding the dataset with id PRJEB31704, we employed 7 samples: family F11 (BC patients
F11S01 and F11S02 and their informative relatives F11S03 and F11S04), family F12 (BC
patients F12S01, F12S02 and their informative relative F12S03) [131]. Both the datasets
correspond to samples sequenced on the Illumina platform. They were chosen for their
potential since they contain novel genetic variants associated with BC susceptibility, as they
included data from families of patients who were negative for BRCA1/2 mutations.

Data Availability

To ensure the reproducibility and transparency of our work, the datasets underpinning
our analysis are readily available for scrutiny. The primary data can be found on Zen-
odo (https://doi.org/10.5281/zenodo.10078336) and GitHub (https://github.com/anbianchi/
IntegratedSNVINDELSandCNV/), providing open access to the resources crucial for our
study. Additionally, these datasets were derived from sources in the public domain: BioPro-
ject PRJEB3235 and PRJEB31704, further details of which can be explored through the
National Center for Biotechnology Information (NCBI) BioProject repository.

4.3.3 Software

The core of our analytical methodology is anchored in the utilization of Snakemake [132], a
workflow management system lauded for its promotion of durable, scalable, and replicable
data analyses. Snakemake serves as the backbone of our strategy, orchestrating a cohesive
suite of bioinformatics tools that span the entirety of our analysis process.

At the heart of our integrated approach lies a selection of universally applied tools,
critical for ensuring the uniformity and reliability of our pipeline. For quality control, FastQC
(https://www.bioinformatics.babraham.ac.uk/projects/fastqc/) provides an initial assessment
of the raw sequencing data. Read trimming is adeptly handled by Trimmomatic (http:
//www.usadellab.org/cms/?page=trimmomatic), ensuring that only high-quality sequences
proceed to downstream analyses. Samtools (http://www.htslib.org/) offers indispensable
functionalities for indexing and generating statistics on BAM files, while Picard (https:
//broadinstitute.github.io/picard/) is our go-to for sorting reads and removing duplicates. The
Genome Analysis Toolkit (GATK) [133] plays a pivotal role in recalibrating base qualities,
further refining the quality of our dataset.

Upon the completion of base realignment, our workflow bifurcates, adapting its toolset
to the specific demands of each analysis branch. For the detection of SNVs and Indels, the
GATK’s germline short variant discovery pipeline (https://tinyurl.com/ypcx7fnx) is employed,

https://doi.org/10.5281/zenodo.10078336
https://github.com/anbianchi/IntegratedSNVINDELSandCNV/
https://github.com/anbianchi/IntegratedSNVINDELSandCNV/
https://www.bioinformatics.babraham.ac.uk/projects/fastqc/
http://www.usadellab.org/cms/?page=trimmomatic
http://www.usadellab.org/cms/?page=trimmomatic
http://www.htslib.org/
https://broadinstitute.github.io/picard/
https://broadinstitute.github.io/picard/
https://tinyurl.com/ypcx7fnx
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Scope Tool Version Parameters

Pr
ep

ro
ce

ss
in

g

Trimmomatic 0.39
MAXINFO:40:0.9

MINLEN:36

Trimmomatic PE 0.39
MAXINFO:40:0.9

MINLEN:36
BWA-MEM 0.7.17 Default

Samtools Flagstat 2.6.0 Default

Mark Duplicates 3.0.0
remove_duplicates: true

create_index: true
validation_stringency: silent

Picard Sortsam 1.17
sort_order:coordinate

extra:create_index true

Gatk Base Recalibrator 4.4.0.0
intervals: 100bp_exon.bed

known-sites:
Mills_and_1000G.ind.hg19

Sn
v/

In
de

ls GATK HaplotypeCaller 4.4.0.0 -ERC GVCF
GATK GenotypeGVCFs 4.4.0.0 Default

GATK VQSR 4.4.0.0 -mode SNP, -mode INDEL
GATK VariantFiltration 4.4.0.0 -

Annovar 2020-06-07 -build hg19

C
N

V

Gatk Apply BQSR 4.4.0.0
extra =

–intervals 100bp_exon.bed
ExomeDepth 1.1.16 100bp_exon.bed

cn.mops 1.44.0 100bp_exon.bed
AnnotSV 3.2.3 Default

Table 4.1 List of tools, version number and parameters employed in our pipeline.

leveraging its comprehensive resources for short variant calling. In contrast, CNV detection
harnesses the capabilities of ExomeDepth [134] and cn.mops [135], both renowned for their
efficacy in CNV analysis. Annotation tasks for SNV/Indels and CNVs are respectively
undertaken by Annovar (version 2020-06-08) [136] and AnnotSV (version 3.2.3) [137],
enriching our variants with essential contextual information.

Each tool selected for our pipeline was chosen not only for its individual performance
but also for how it complements the workflow as a whole. This strategic assembly of
tools, detailed in Table 4.1, ensures a comprehensive and nuanced approach to variant
analysis, striving for the highest standards of data integrity and analytical depth. Through this
meticulous integration of diverse bioinformatics resources, we aim to advance the precision
and understanding of genomic analyses, particularly in the realm of variant detection.

4.3.4 Hardware

The research was conducted on Caliban, a cluster environment provided by the DISIM
Department of the University of L’Aquila and comprising multiple nodes. Specifically, the
experiments were executed on a system running CentOS Linux release 7.4.1708 (Core) and
powered by an Intel(R) Xeon(R) CPU E5-2698 v4, operating at 2.20GHz, with an available
RAM of 141GB.
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4.3.5 Resources

In this subsection, we detail the resources utilized in our integrated approach. These resources
are crucial for ensuring the efficacy and reliability of our analysis.

Reference Genome: The reference genome used is hg19, taken from UCSC Genome
Browser (https://genome.ucsc.edu/). In particular, the hg19.fa file we used is in (https:
//tinyurl.com/4rjnnetn).
Targeted Regions (Bed Files): We used a bed file format to precisely define the regions
of interest for our tools. We collected the input by employing exon locations with a 100
bp flanking area, as reported in [138], given the likelihood of detecting high-quality off-
target variations from WES. The Table Browser at UCSC (https://genome.ucsc.edu/cgi-bin/
hgTables) was used to get these websites.
Known Sites: For pivotal steps such as base recalibration and variant filtering within
our analysis, we leveraged known sites, a crucial resource for enhancing the accuracy
and reliability of our results. These reference sites were meticulously selected from the
comprehensive GATK resource bundle, accessible via (https://tinyurl.com/3f5n4cy7). This
incorporation significantly aids in refining the precision of our variant calls, minimizing the
likelihood of false positives and enhancing the overall quality of our analysis.

4.3.6 Implementation

The integrated method for SNV, Indels and CNV detection we used is depicted in Figure 4.1.
It is organized into three primary segments: Preprocessing, SNV and Indels identification
and CNV detection. They are detailed in the following sections.

4.3.7 Preprocessing

Our integrated approach has its roots in many important preprocessing processes that provide
a common groundwork for the subsequent specialised studies that target the identification
of SNVs, Indels, and CNVs. These phases are primarily concerned with organising and
fine-tuning the data so that later on, accurate variation detection may be achieved.

Raw Data Quality Control: the approach begins with a quality control check on the raw
WES data using FastQC (https://tinyurl.com/333dk7kp).

Read Trimming: Following the quality control, the reads undergo trimming to eliminate
low-quality bases and adapter sequences, employing Trimmomatic with parameters set
to MAXINFO:40:0.9 and MINLEN:36. These parameters, specifically chosen based

https://genome.ucsc.edu/
https://tinyurl.com/4rjnnetn
https://tinyurl.com/4rjnnetn
https://genome.ucsc.edu/cgi-bin/hgTables
https://genome.ucsc.edu/cgi-bin/hgTables
https://tinyurl.com/3f5n4cy7
https://tinyurl.com/333dk7kp
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Fig. 4.1 Proposed method for SNV/indels and CNV detection.
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Fig. 4.2 Pre-trimming (left) and post-trimming (right) base read quality of a representative
sample. Values in red denote poor quality. After trimming, the read quality is greatly

increased.

Fig. 4.3 Boxplot of the percentage of mapped bases for all samples of the two datasets.
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on the nature of our data, but adaptable also to other data, enhance the overall read
quality (Figure 4.2).

Read Alignment: The high-quality trimmed reads are then aligned to the reference genome
using the BWA-mem tool with default settings (https://bio-bwa.sourceforge.net/bwa.
shtml). Accurate mapping of reads to their respective genomic locations is pivotal at
this juncture (Figure 4.3).

Duplicate Removal and sorting: Duplicate reads are identified and removed with MarkDu-
plicates. This process curtails redundancy and ensures accurate coverage calculations
at specific genomic loci. Then, the aligned reads are sorted by genomic coordinates
using Picard.

Alignment Quality Assessment: The alignment quality is assessed using Samtools Flagstat
to generate statistics on the mapped files. A high percentage of properly mapped bases
attests the reliability of the alignment process.

Base Quality Score Recalibration: Lastly, a base quality score recalibration is executed
using the BaseRecalibrator tool from GATK to amend any biases or errors in the quality
scores assigned by the sequencer. Known sites from the GATK bundle are utilized to
provide additional contextual information for the recalibration process.

4.3.8 SNV and Indels identification pipeline

Within this crucial phase of our analytical pipeline, as illustrated in Figure 4.1 (located
on the left side, at the bottom), we meticulously follow the GATK4 best practices for the
identification of germline single SNVs and Indels. The GATK framework for short variant
discovery offers a robust and streamlined methodology for the precise detection of SNPs and
Indels within high-throughput sequencing datasets. Initiating with rigorous quality control
measures and the alignment of sequencing reads against a reference genome, the process
is designed to ensure the highest data integrity. Subsequent preprocessing steps, including
duplicate marking and base quality score recalibration, are critical for enhancing the overall
quality of the dataset. The core of variant discovery utilizes the HaplotypeCaller in GVCF
mode, a strategy that ensures a thorough capture of variant evidence for individual samples,
thereby laying the groundwork for accurate joint genotyping across the research cohort. This
step amalgamates individual GVCFs into a singular, meticulously curated variant call set,
which is then refined through Variant Quality Score Recalibration (VQSR) and/or stringent
hard filtering techniques to further enhance the precision of variant calls.

The culmination of this process is the annotation of variants to elucidate their biological
significance, providing valuable insights into the potential impact of each variant. This
methodical approach, detailed in Table 4.1 along with the versions and specific parameters

https://bio-bwa.sourceforge.net/bwa.shtml
https://bio-bwa.sourceforge.net/bwa.shtml
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of the tools used, is pivotal in achieving a high fidelity in variant discovery, particularly in
the context of genetic research.

Our application of this strategy focuses on exome sequences, exploring inherited genetic
variants within a cohort. Utilizing the HaplotypeCaller in GVCF mode allows for the nuanced
identification of SNVs and Indels. Following the HaplotypeCaller step, joint genotyping
is performed using GenotypeGVCFs, culminating in a comprehensive list of variants. Our
approach incorporates both VQSR and hard filtering to meticulously refine the variant calls,
ensuring a dual-layered filter that significantly bolsters the trustworthiness of our findings.
Ultimately, variant annotation via Annovar provides a deeper layer of context, offering a
richer understanding of the genetic landscape uncovered in our study. This dual-pronged
filtering strategy, coupled with detailed variant annotation, underscores our commitment to
not only identifying genetic variants but also understanding their broader implications within
the realm of human genetics.

To guarantee more targeted variations, we employed Genoox’s Franklin’s tools (https:
//franklin.genoox.com/clinical-db/home), which are based on the following criteria: The
following categories of variants were identified: i) those found in splicing sites and exonic
regions; ii) rare heterozygous variants with minor allele frequency (MAF) below 0.01 in the
databases of ExAC, GnomAD, and 1000 genomes; iii) start-loss, stop-gain, stop-loss, and
frameshift variants; and ) missense variants flagged as deleterious by at least half (6 out
of 11) of the in silico prediction tools that were taken into consideration (SIFT, Polyphen2-
HDIV, Polyphen2-HVAR, LRT, MutationTaster, MutationAssessor, FATHMM, RadialSVM,
LR, VEST3, and CADD). A read depth over 10 and a quality per depth above 10 are also
considered to reduce the false call rate [139].

The American College of Medical Genetics and Genomics-Association for Molecular
Pathology (ACGM) guidelines [140] classify variants as either pathogenic, likely/possibly
pathogenic, likely/possibly benign or uncertainly significant. These variants are identified
through the Franklin ACMG annotation. In the variant and gene prioritisation phase, which
aims to identify candidate BC risk loci, we take into consideration: i) variants characterised
by evidence of pathogenicity or conflicting interpretation of pathogenicity in the Clinvar
database, ii) variants in known/candidate cancer predisposition genes [141]. Additionally, a
thorough review of the published data on filtered variations is carried out. Kindly take notice
that the application of Genoox’s programme was a supplementary step to our main process,
which was to rank the changes found by annotation of VCF files.

https://franklin.genoox.com/clinical-db/home
https://franklin.genoox.com/clinical-db/home
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4.3.9 CNV pipeline

The following section delves into the CNV analysis within our study, as detailed in Figure
4.1 (located on the right side, at the bottom). This component of our methodology, including
the specific tools utilized and their respective versions, is systematically outlined in Table
4.1. For the task of CNV identification, we elected to integrate two highly regarded tools,
each bringing a unique strength to our analysis.

ExomeDepth ([134]), our first choice, is renowned for its adeptness in identifying CNVs,
with a particular forte in uncovering rare variants [142]. It utilizes sophisticated statistical
models in conjunction with read-depth information to accurately predict CNV events across
the genome. On the other hand, cn.mops ([135]) serves as our second tool, distinguished
by its specialized approach to CNV detection that focuses on read depth variability. Unlike
simpler read depth methods, cn.mops employs a statistical model that accounts for both the
expected and observed read depths, making it particularly effective at identifying CNVs
in regions with variable read coverage. The statistical model used by cn.mops works by
comparing the read depth at each genomic location to what is typically expected based on
other samples. In simple terms, cn.mops creates a "model" of how many reads (short DNA
sequences) should be present in a typical genome at each spot. It then compares the actual
read counts from the sample being analyzed to this expected model. If the read counts are
significantly higher or lower than expected, cn.mops flags these regions as potential CNVs.
This capability to handle variability in read depth allows cn.mops to detect CNVs with higher
sensitivity and specificity, especially in complex genomic regions where other tools might
struggle.

Acknowledging the criticality of integrating multiple CNV detection tools to circumvent
the biases that can often skew CNV analysis, our strategy is to harness the strengths of
both ExomeDepth and cn.mops. This dual-tool approach is informed by a comprehensive
review of the field, aligning with best practices that highlight the necessity of employing
diverse methodologies to achieve a more balanced and accurate CNV detection [143]. By
incorporating these two prominent and well-validated tools, our pipeline not only benefits
from the individual merits of each but also provides a robust framework for CNV analysis,
ensuring that our findings are both reliable and reflective of the complex nature of genomic
variations.

During the preprocessing phase of our analytical framework, the generated mapped files
(with a .bam extension) are seamlessly integrated into the CNV detection workflow, serving
as inputs for both ExomeDepth and cn.mops. These sophisticated tools are further equipped
to process bed files, which supply exon coordinates delineating the targeted genomic areas
under investigation. Such coordinates are instrumental in guiding the analysis towards
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specific regions where CNVs may reside, with variations in read counts spotlighting these
areas of potential interest.

The CNV detection process meticulously evaluates these discrepancies to identify and
catalog CNVs, employing a ranking system that considers both the confidence in and the
relevance of each CNV call. This prioritization ensures that CNVs deemed most significant
and with the highest reliability are selected for in-depth analysis. The culmination of this stage
is the compilation of CNV findings into an accessible format, detailing vital information such
as genomic locations and the nature of the CNVs identified, whether they are duplications or
deletions.

To enrich the CNV data with comprehensive gene-related insights, the resulting output
files (in .bed format) from both ExomeDepth and cn.mops undergo further enrichment through
AnnotSV. This annotation step is critical for associating the detected CNVs with specific
genes and understanding their potential impact. AnnotSV’s contribution to our pipeline
enhances the interpretability of the CNV data, providing a more detailed understanding of
the genomic landscape affected by these variations. This level of detail is paramount for
advancing our comprehension of CNV involvement in genetic conditions, ensuring that our
findings are not only accurate but also deeply informative.

We eliminated changes deemed frequent from the analysis by filtering out allele fre-
quencies less than 0.01 in order to provide extremely dependable results. We also evaluated
metrics (reads predicted versus observed) between 0.4 and 0.7 for deletions and larger than
1.3 for duplications, which were computed by ExomeDepth for the detected deletion and
duplication events. Additionally, manual checks were made for consistency of filtered CNVs,
frequency within the analysed BC cases, and quality factors. Take note that following the
ranking intersection, only the CNVs found by both tools are kept. We included a prioritisa-
tion stage for prospective genes of interest, mostly based on ACMG categorization and the
selection of known/candidate cancer susceptibility genes, mirroring the discovery process of
SNVs and short Indels [141].

4.3.10 Validation Analysis

Our study delves into a rigorous validation process for both SNPs and Indels, as well
as CNVs, to affirm the accuracy and reliability of our variant detection methodologies.
This process is essential for ensuring that our findings can be confidently applied to genetic
research, particularly in understanding complex diseases. In particular, for the comprehensive
validation of our pipeline, we utilized the NA12878 sample from the Genome in a Bottle
Consortium (GIAB), as suggested in [144]
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4.3.11 Validation of SNPs and Indels

Methodology

The initial step in our validation process involved downloading the raw sequences and the
truth sets of variant calls for the NA12878 sample from the GIAB’s FTP official site (https://
ftp-trace.ncbi.nlm.nih.gov/ReferenceSamples/giab/data/NA12878/Garvan_NA12878_HG001_
HiSeq_Exome/).

Following data acquisition, the validation of SNV and Indels was meticulously performed
using the hap.py tool developed by Illumina, as suggested in [145]. This tool is specifically
engineered to adeptly handle complex variant types, enabling a distinct evaluation of SNPs
and Indels. This capability is crucial for our analysis, as it allows for the separation of metrics
for each variant type, thereby providing a granular view of the pipeline’s performance. To
quantify the performance of our pipeline, we calculated several metrics, including precision,
recall, and the F1 score. The F1 score, which is the harmonic mean of precision and recall,
provides a balanced measure that considers both false positives and false negatives. It is
particularly useful when the class distribution is imbalanced, as is often the case in genomic
data where true variant calls can be vastly outnumbered by false positives. For the evaluation,
we compared our pipeline’s filtered call set against the real truth set provided in the FTP site,
specifically named project.NIST.hc.snps.indels.vcf. This truth set is recognized as
the gold standard for variant calling in the NA12878 sample, comprising high-confidence
SNPs and Indels identified through rigorous consensus methodology among leading genomics
research institutions.

Results

The detailed performance of our pipeline in detecting SNPs and Indels is summarized in Table
4.2. These results underscore the strengths of our pipeline in SNP detection, marked by high
precision and a robust F1 score. However, the relative challenge in Indel detection, especially
in achieving a higher recall, indicates an area for further research and development. Our
ongoing efforts aim to enhance the algorithm’s sensitivity to Indels without compromising
the high precision observed in SNP detection.

Variant Type Recall Precision F1 Score
SNPs 85.25% 97.86% 91.12%
Indels 71.13% 81.09% 75.78%
Table 4.2 Validation results for SNPs and Indels.

https://ftp-trace.ncbi.nlm.nih.gov/ReferenceSamples/giab/data/NA12878/Garvan_NA12878_HG001_HiSeq_Exome/
https://ftp-trace.ncbi.nlm.nih.gov/ReferenceSamples/giab/data/NA12878/Garvan_NA12878_HG001_HiSeq_Exome/
https://ftp-trace.ncbi.nlm.nih.gov/ReferenceSamples/giab/data/NA12878/Garvan_NA12878_HG001_HiSeq_Exome/
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4.3.12 Validation of CNVs

Methodology

For the benchmarking of CNVs, we meticulously adopted a reference SV baseline callset
for NA12878, courtesy of the Mt. Sinai School of Medicine. This callset, derived from
approximately 44x coverage of PacBio data, encompasses a merged SV VCF file (high-
confidence reference callset), which is crucial for a comprehensive CNV analysis. The data,
including the merged SV VCF, is publicly accessible at the GIAB repository under NA12878
PacBio data (https://ftp-trace.ncbi.nlm.nih.gov/giab/ftp/data/NA12878/NA12878_PacBio_
MtSinai/), providing a valuable resource for high-confidence variant calls. To compare
our pipeline’s CNV calls against this high-quality reference set, we employed Truvari, a
tool specifically designed for the evaluation and comparison of genomic variants. Truvari
facilitates the assessment of concordance between our detected CNVs and the reference SV
callset, enabling a detailed analysis of our pipeline’s performance [146]. However, before
leveraging Truvari for comparison, it was necessary to adapt the VCF file obtained from the
official site to ensure compatibility and accurate analysis. This adaptation involved modifying
the VCF to align with the format expected by the tool, ensuring that the comparison accurately
reflects the true performance of our CNV detection methodology.

Results

The validation of CNVs yielded the values in Table 4.3. These results, while indicating a solid
foundation for CNV detection, also highlight specific areas for improvement and refinement
within our methodology. A recall rate of 60.53% suggests that, although the pipeline is
capable of identifying a majority of the true positive CNVs present within the dataset,
a significant proportion remains undetected. This gap may be attributed to the inherent
complexities associated with CNV detection. The challenges posed by these complexities
are further compounded by variations in sequencing data quality and the limits of current
detection algorithms’ sensitivity. The precision rate of 72.72% demonstrates the pipeline’s
effectiveness in accurately distinguishing true CNVs from false positives. This high level
of precision is indicative of the robustness of the algorithms employed, ensuring that the
CNVs identified by the pipeline are indeed present in the genome. The F1 score, which is a
harmonic mean of precision and recall, stands at 66.07%. This metric reflects the pipeline’s
overall efficiency in CNV detection, balancing the need to maximize true positive detections
while minimizing false discoveries. While the F1 score confirms that the pipeline performs
reasonably well in this complex area of genomic analysis, it also underscores the potential
for further optimization.

https://ftp-trace.ncbi.nlm.nih.gov/giab/ftp/data/NA12878/NA12878_PacBio_MtSinai/
https://ftp-trace.ncbi.nlm.nih.gov/giab/ftp/data/NA12878/NA12878_PacBio_MtSinai/
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Given these outcomes, it is clear that enhancing the pipeline’s ability to detect CNVs,
particularly by improving recall, is a pivotal area for future development. Strategies to
achieve this may include refining existing detection algorithms, integrating additional CNV-
specific quality metrics, and leveraging advanced computational techniques to better interpret
complex genomic regions [147].

Variant Type Recall Precision F1 Score
CNV 60.53% 72.72% 66.07%

Table 4.3 Validation results for CNVs.

4.4 Results

Indels and SNV

Post-calling and filtering, 221 variants were identified with 191 being unique (Supplementary
Table 1). These variants were categorized as per the ACGM classification and the distribution
is illustrated in Figure 4.4. To validate, we cross-verified with variants from the original
publications [131] [130]. In particular, we were able to confirm the presence of the two most
relevant variants previously described: CHEK2 c.1100delC, p.Thr367fs in family RUL153
and FANCM c.5791C>T, p.Arg1931* in sample DAD1) [130] (Supplementary Table 1).

Several interesting variants, unmentioned in original publications, were also detected
(Table 4.4). Notably, we found missense variants in the RBBP8 (sample F3311_5) and LEPR
genes (sample 07S240), previously described in high-risk, BRCA-negative BC cases [151],
[150]. Frameshift mutations in tumor-related genes such as DLEC1 (c.5068_5071dupAACA,
p.Ser1691fs, sample F2887_24) and AIM2 (c.1027delA, p.Thr343fs, samples DAD1/RUL153_3)
were also found. In addition, we detected variants of potential interest in known BC-
related genes: these included the variants c.572T>A (p.Ile191Asn, sample F2887_24) and
c.8560C>T (p.Arg2854Cys, sample F3311_5) in the ATM gene and c.401C>T (p.Thr134Ile,
sample I1408) in the RECQL gene. We identified numerous Variant of Uncertain Significance
(VUS), largely deemed possibly pathogenic by the ACMG classification (Figure 4.4). While
not directly linked to disease, they underscore the samples’ genetic complexity and offer
potential research avenues.

CNV

For CNVs identification, we considered only coherent results from ExomeDepth and cn.mops
analysis. The merging operation we implemented reduced the number of CNVs from 102.359



82 Identifying Potential Cancer-Associated Variants through Integrated Genomic Analysis

Gene Transcript Nucleotide
Change

AA
Change

Effect ClinVar
Classifica-
tion

Franklin
ACMG
classifica-
tion

Sample Notes

AIM2 NM_004833.3c.1027delA p.Thr343fs Frameshift N.A. UC DAD1/RUL153_3 Gene involved in cell cycle
regulation, suppression of tu-
mor proliferation [148]

ATM NM_000051.3c.8560C>T p.Arg2854CysMissense Conf. int.
of Pathog.

UC, Pos.
Path.

F3311_5 Known BC-related gene [141]

ATM NM_000051.3c.572T>A p.Ile191Asn Missense UC UC F2887_24 Known BC-related gene [141]
DLEC1 NM_007335.3c.5068_5071dupAACAp.Ser1691fs Frameshift N.A. UC, Pos.

Path.
F2887_24 Tumor suppressor gene in-

volved in DNA damage re-
sponse [141]

EWSR1 NM_005243.3c.1843C>T p.Arg615* Stop
Gain

N.A. Likely
Pathogenic

F2887_13 Gene linked with BRCA1/2
pathway and associated with
non-medullary thyroid cancer
susceptibility [149]

LEPR NM_002303.5c.1835G>A p.Arg612His Missense Conf. int.
of Pathog.

UC, Pos.
Path.

07S240 Same variant identified in
high-risk, non-BRCA BC case
[150]

PDGFRA NM_006206.6c.2411G>A p.Arg804GlnMissense UC UC I1408 Gene associated with prostate
cancer and sarcoma predispo-
sition [141]

RBBP8 NM_002894.3c.298C>T p.Arg100Trp Missense Conf. int.
of Pathog.

Likely
Pathogenic

F3311_5 Same variant identified in
high-risk, early onset, non-
BRCA BC case [151]

RECQL NM_002907.4c.401C>T p.Thr134Ile Missense Conf. int.
of Pathog.

UC I1408 Known BC-related gene[141]

SEC23B NM_006363.6c.2035G>T p.Glu679* Stop
Gain

N.A. Likely
Pathogenic

F3311_5 Gene associated with cowden
syndrome and sporadic thy-
roid cancer [152]

TP53AIP1NM_022112.2c.63dupG p.Gln22fs Frameshift N.A. UC, Pos.
Path.

RUL36_7/RUL153_2Gene associated with
melanoma susceptibility
[141]

TSC2 NM_000548.5c.748A>G p.Lys250Glu Missense UC UC F2887_13 Gene associated with colorec-
tal and gland cancers predis-
position [141]

Table 4.4 List of the most interesting pathogenic, likely/possibly pathogenic (Pos. Path.) and
uncertain significance (UC) variants identified in this study. N.A.: not available. Conf. int.

of Pathog.: Conflicting interpretation of pathogenicity.
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Fig. 4.4 SNVs and indels identified in this study after variant filtering, based on ACMG
classification.

to only 983. We then considered parameters, including allele frequency in the population
and within the analyzed BC cases, metrics calculated by ExomeDepth and consistency of
filtered CNVs, further reducing the number of CNVs.
We detected a total of 69 CNVs affecting 103 genes in BC patients (Supplementary Table
2). The ExomeDepth algorithm had an average Bayes factor of 19.56 and read count ratios
of 0.56 for deletions and 1.36 for duplications. CNVs were unevenly distributed across
chromosomes (chr), with more duplications in chr 1 and 12, and deletions in chr X (Figure
4.5). Notably, most X-related CNVs were due to a large region (48316827_49144655)
deletion in sample F11S02. We prioritized CNVs based on ACMG annotations and genes
linked to cancer predisposition. This analysis revealed the 29496809-29509783 pathogenic
deletion on chr 17, overlapping with NF1 gene and the 86368073-86408032 deletion on chr
9, overlapping with GKAP1, both in sample F11S01. Moreover, sample F12S01 showed
CNVs overlapping with known cancer-related genes, including KRAS, RBBP8, ARNT2, ESR1,
SYCP1, and XPO1.
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Fig. 4.5 Chromosomal distribution of CNVs. Most relevant CNVs detected in samples
F11S01 (green), F11S02 (orange) and F12S02 (black) are shown. The CNVs shown in the

figure include those already validated and related to cancer, emphasizing their potential
significance in the context of disease.

4.5 Limitations

Our exploration into the genomic intricacies of breast cancer susceptibility through variant
calling analysis has unfolded significant insights. However, it is imperative to acknowledge
certain limitations that shape the context and interpretation of our findings.

Use of WES Data for CNV Calling: Although WES is highly effective for identifying
SNVs and Indels within coding regions, it is less optimal for CNV detection. Even if is
out of the cope of the thesis, WGS has been proven to be more reliable for this purpose
as it provides uniform coverage across the entire genome, including non-coding regions
where CNVs often occur. The use of WES may lead to incomplete or less accurate
CNV detection, particularly in regions outside of the targeted exons.

Validation Constraints: A notable constraint in our study is the absence of direct valida-
tion for newly identified variants using Sanger sequencing and Multiplex Ligation-
dependent Probe Amplification (MLPA). Recognizing this gap, we strategically bench-
marked our findings against the NA12878 reference sample from the GIAB, setting a
high standard for our NGS methodology’s accuracy assessment. This approach, while
not a direct substitute for traditional validation methods, draws confidence from studies
demonstrating high concordance rates between NGS variants and those confirmed by
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established methods [153]. Such findings bolster the reliability of NGS data, suggest-
ing that in contexts of high-quality sequencing, the necessity for confirmatory analyses
may be reconsidered.

Technical Challenges in CNV Detection: Detecting CNVs presents a formidable technical
challenge within our study. Despite the integration of sophisticated tools like Ex-
omeDepth and cn.mops, the task of accurately identifying CNVs remains fraught with
difficulties. These complexities are particularly pronounced in genomic regions char-
acterized by intricate architectural features. Variable sequencing quality and coverage
further exacerbate these challenges, influencing the overall sensitivity and specificity of
CNV detection. Such technical hurdles underscore the need for continued innovation
and refinement in CNV analysis methodologies to enhance accuracy and overcome the
inherent obstacles presented by the diverse nature of genomic data.

Adaptation to Other Diseases: While our methodology has proven to be versatile and
effective for the breast cancer (BC) subgroup initially targeted, it’s important to note
a limitation in its direct application to other complex polygenic diseases without ad-
justments. Each disease context—be it cardiovascular, neurological, or diabetes—may
necessitate specific settings, thresholds, and considerations unique to its genetic land-
scape. Our study primarily focused on optimizing the pipeline for BC, leveraging
settings and thresholds tailored to its genomic characteristics. This focus, while yield-
ing significant insights for BC susceptibility, implies that the methodology, as currently
configured, may not automatically extend to other diseases with optimal effectiveness.
Adapting the pipeline to suit the genomic intricacies of other conditions would re-
quire recalibration of parameters and potentially the integration of disease-specific
variant databases. This limitation emphasizes the need for bespoke adjustments to our
approach when extending its application beyond BC, ensuring that the methodology
remains both robust and relevant across different genomic research domains.

4.6 Discussion

The primary goal of this chapter, in keeping with the study’s road map, was to explore
the field of variant calling analysis. Our goal was to create a comprehensive, reproducible
method that effectively catches SNVs, Indels, and CNVs among other genomic variations.

In precision medicine, the identification of novel putative genes or variants implicated in
BC susceptibility would have a significant impact on clinical practice [128]. WES analysis has
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Fig. 4.6 Visualization of the rare germline variant observed in the final BAM file of the
patient under investigation. Generated using JIGV (https://github.com/brentp/jigv).

proven to be a suitable procedure for detecting disease-causing variants and discovering new
target genes [154]. Notably, several interesting and promising new putative genes/variants,
such as RCC1 and SERPINA3, are emerging in BC predisposition by using this method
[155, 156]. However, few studies about WES analysis in non-BRCA patients, mainly in a
limited number of families, are available [157]. Our study’s main contribution is the creation
of a specialised method, included in a replicable and adaptable tool we made available to the
scientific community, created for processing WES datasets to comprehensively detect SNVs,
Indels and CNVs.

We developed a study, using the proposed method, we re-analyzed two WES datasets
(PRJEB3235 project [130] and PRJEB31704 project [131]) to look for germline alterations
in non-BRCA patients potentially predisposing to familial BC, with the aim of detecting
SNVs, Indels and CNVs.

Interestingly, putatively relevant variants, undetected in the original published studies,
emerged in the present work: these occurred in genes recently associated with BC predis-
position and pathogenesis, including LEPR and RBBP8 [150], [151], or genes involved in
cancer-related pathways, including AIM2, EWSR1, DLEC1, SEC23B and TP53AIP1, [152],
[141]. With this regard, the c.298C>T (p.Arg100Trp) variant in the RBBP8 gene, which is
involved in the homologous recombination DNA repair mechanism, was recently identified
in a high-risk, early onset BC case negative for mutations in BRCA1/2 genes [151]. Simi-
larly, the c.1835G>A (p.Arg612His) variant in the LEPR gene, which encodes for the leptin
receptor involved in the regulation of lipid metabolism, was identified in a high-risk-familial,
BRCA-negative BC patient [150].

CNV detection accuracy varies with the bioinformatics tools and settings utilized. For
optimal results, it is advised to merge algorithms from different methods [158]. In our
approach, we integrated ExomeDepth and cn.mops. ExomeDepth is considered one of

https://github.com/brentp/jigv
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the most balanced tools for sensitivity and specificity [159], supporting its use in routine
targeted NGS diagnostic services for Mendelian diseases [160]. Similarly, cn.MOPS shows
the best performance when the size of targeted CNVs is between 100 kb and 10Mb, but
it is also a suitable choice for unknown research, as its accuracy is globally satisfactory
[158]. Based on a prioritization scale, the most interesting CNV detected in this study was a
deletion on chr 17, which includes the known BC susceptibility gene NF1 [141]. The same
sample (F11S01) also showed a deletion on chr 9, overlapping with GKAP1, a gene recently
suggested to be a candidate susceptibility factor in esophageal squamous cell carcinoma
[161]. The deletion of a large genomic region on the X chromosome was also observed
in the sample F11S02. This chromosome carries a significant number of oncogenes and
tumor suppressor genes, the genetic alteration or dysregulation of which, both at germline
and somatic level, has been associated with the development and progression of different
cancer types, including BC [162]. Finally, sample F12S01 revealed duplication CNVs
overlapping several known cancer-related genes, not only with an oncogenic role such as
ESR1 and KRAS, but also identified as tumor suppressors, including the aforementioned
RBBP8 and ARNT2. Deletion CNVs result in haploinsufficiency, while duplications can
cause triplosensitivity, gene fusion, or disruption. Though most duplications are adjacent
to the original locus, inversions or intragenic variations can disrupt genes. Predicting the
genetic consequences of such alterations requires specific breakpoint-level analysis [163].
Key CNVs were found in samples without significant SNVs-indels, indicating that in these
familial BC cases, susceptibility may arise from these alterations over nucleotide-based
variants.

Overall, our methodology has been meticulously crafted with adaptability, allowing for
straightforward adjustments to cater to various genomes or resources utilized during research.
Importantly, it is capable of adeptly handling both single end-reads and paired-end reads,
demonstrating its flexibility in accommodating different data configurations. Employing
stringent quality control parameters at various junctures of the pipeline, our tool minimizes
the risk of false positives and negatives. This process allowed us to confirm the presence
of all the more prominent variants in genes known to be involved in BC susceptibility,
such as CHECK2 and FANCM, previously described [130], as well as highlighting the
good performance of our method, as demonstrated by the analysis of the reference sample
NA12878.

For punctiform variants, our pipeline was validated using the NA12878 reference sample
from the Genome in a GIAB, a gold standard in variant calling. Using the hap.py tool
developed by Illumina, we benchmarked our variant calls against this high-confidence
reference set. Our pipeline achieved high recall and precision rates, with an F1 score of
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91.12% for SNPs and 75.78% for Indels, which are competitive with other leading variant
calling tools in the literature. This high level of accuracy confirms that our method is
effective for detecting punctiform variants with both sensitivity and specificity. Regarding
CNV detection, we integrated two robust tools, ExomeDepth and cn.mops, and evaluated
their performance on WES data. The integration of these tools was specifically chosen to
enhance the reliability of CNV calls by leveraging the strengths of both methods. In our
study, this dual-tool approach resulted in precision and recall metrics that were higher than
those reported for other CNV detection methods using WES data. For example, by only
retaining CNVs identified by both tools, we achieved an F1 score of 66.07%, which is a
strong result given the inherent challenges of CNV detection in WES data.

While we did not perform a direct comparison with every existing tool, our results
indicate that the pipeline offers a high degree of accuracy and reliability across different
types of variants. In particular, the accuracy metrics here obtained, make the performance
of our pipeline comparable to others already described in the literature for SNV-indels
detection [164]. Furthermore, our concerted efforts to refine the pipeline’s sensitivity to
Indels and enhance CNV detection underscore our commitment to advancing genomic
analysis [164, 147].

Of note, CNV callers tends to be more challenging both because: i) these variants are
more difficult to accurately detect using short read sequencing data, which makes structural
variants calling more error-prone than small variants calling, ii) the precise breakpoints
for CNVs are not always well defined, which makes comparison between call-sets more
complex. Therefore, even the best performing structural variants callers with whole-genome
sequencing data achieve F-1 scores of 0.80-0.90 [165]. However, to date, WES is the most
widely used NGS approach in clinical diagnostics and academic research [166], so there
is a need to find accurate solutions and strategies for detecting CNVs also from WES data.
Here, using two well-known CNV detection tools (ExomeDepth and cn.mops), taking into
account quality parameters and retaining only the CNVs identified by both tools, we obtained
performance metrics higher to others already described in literature based on WES data
[167].

This pipeline, enclosed within the Snakemake workflow management system, thus offers
a turnkey solution for researchers, particularly in the realm of BC genetics. By consolidating
the analytical process into one unified system, we significantly reduce the time and exper-
tise required to configure and run genomic analyses. This approach allows researchers to
swiftly apply our pipeline to their datasets, enabling a more focused investigation of genetic
underpinnings in diseases without the burden of technical complexities often associated with
genomic data analysis. The openness and accessibility of our pipeline contrast sharply with
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the closed nature of many in-house tools [127], providing a valuable resource for the wider
research community to engage in collaborative improvements and benchmarking efforts.

As we transition to the next chapter, we pivot towards integrating clinical text with
knowledge graphs, expanding our analytical horizon. This integration, which will also
encompass the management of genomic variants, represents a novel frontier in our exploration.
It embodies our continuous journey towards a holistic understanding of genetic underpinnings
in diseases, particularly in the context of familial BC. By marrying genomic data with clinical
insights through knowledge graphs, we aim to unlock deeper, more actionable insights that
can further refine precision medicine’s promise.

A limitation of our study is the inability to directly validate new variants with Sanger
sequencing and MLPA (Multiplex Ligation-dependent Probe Amplification). To address
this, we experimentally benchmarked our data against the NA12878 reference material
provided by the GIAB, serving as a standard for assessing the accuracy of our NGS approach.
Despite the validation constraints, a study validating 1109 NGS variants from 825 clinical
exomes reported 100% concordance for SNV and Indel variants and 95.65% for CNVs with
traditional methods. This suggests that, especially with high-quality NGS data, confirmatory
analysis might not always be essential [153]. Of note, while our initial focus was on a
specific BC subgroup, we underline that the methodology we set-up has broader applications
and it can certainly be considered a suitable tool for advancing our understanding of other
high-impact complex polygenic diseases (e.g.cardiovascular, neurological, diabetes).

Additionally, we initiated another experiment aimed at variant calling in a rare patient. Uti-
lizing the SNP and Indels pipeline integrated into our approach, we employed Single-sample
calling instead of Joint Genotyping, as our focus was on a single sample. Collaborating
closely with geneticists from our university, we delved into exploring variants in this rare
case, particularly emphasizing Snps and InDels. Notably, among the variants identified, one
has captured our attention: TGFBR1(NM_004612.4):c.1335_1338del (p.Cys446AsnfsTer4).
This variant, validated in the laboratory, holds significance within the genomic landscape.
For clarity, the variant of interest is situated in the region "9:101910011-101910014" on the
hg19 genome assembly. To provide a visual representation of the variant, we have included
Figure 4.6, depicting the plot of the variant as observed in the final BAM file corresponding
to the patient under investigation. However, as this endeavor is currently in progress, we are
unable to disclose detailed results at this time.

The article has been accepted by NAR Genomics and Bioinformatics | Oxford Academic
(https://academic.oup.com/nargab) and available at [168]. Details of the methodologies
and technical implementation are available at the provided https://github.com/anbianchi/
IntegratedSNVINDELSandCNV.

https://academic.oup.com/nargab
https://github.com/anbianchi/IntegratedSNVINDELSandCNV
https://github.com/anbianchi/IntegratedSNVINDELSandCNV




Chapter 5

Harmonizing Medical Knowledge:
Graph-Based Integration of Genomic and
Clinical Data

In the final chapter, we target a set of biological and medical entities within a dedicated
multi-source diagnosis scenario, integrating bioinformatics data and clinical narratives.
This expanded framework is based on knowledge graphs, facilitating a unified view of
patient health. This approach enhances the precision of diagnostics and treatment strategies,
leveraging comprehensive data integration to support advanced personalized medicine.

5.1 Motivation

At the heart of transforming healthcare, integrating genomics with clinical narratives emerges
as a cornerstone for revolutionizing disease prevention and management. The forthcoming
chapter pivots to highlight the indispensable role of genomic information within clinical texts,
underpinning its crucial impact on disease prevention and precise diagnosis. Emphasizing
KGs as our tool of choice, we delve into extracting actionable insights from clinical texts
enriched with genetic data. A dedicated scenario, "Multi-source diagnosis," showcases this
integration’s power, pulling together disparate clinical diagnoses from various hospitals or
research centers. This approach not only underscores the importance of genomics in clinical
decision-making but also sets the stage for personalized treatment strategies, heralding a
new dawn in precision medicine where every patient’s treatment is as unique as their genetic
blueprint.
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In modern healthcare systems, a patient often consults with multiple specialists across
different institutions, leading to multiple diagnostic records. These records, though rich in
information, can often be fragmented and inconsistent [169]. Especially today, the emergence
and identification of numerous rare diseases have underscored the critical importance of
specialized diagnostic efforts, particularly in the realm of genetic testing [170], [171]. As
a result, for chronic or complex illnesses, a single individual may have many diagnoses,
sometimes different and spanning different time periods and institutions.

While this multitude of data sources should, in theory, provide a comprehensive view of a
patient’s health, it often results in the opposite: a fragmented, and occasionally contradictory
puzzle of information [172]. For a medical professional, piecing this puzzle together can be
difficult but also time-consuming. If certain medical writings follow standardised forms, such
using the Human Phenotype Ontology (HPO) terminology [45] or certain coding schemes,
the situation becomes more complicated when one looks at medical texts that don’t follow
any set format. This overwhelming and fragmented landscape of patient data can lead to gaps
in understanding, potentially causing misdiagnoses, redundant testing, and even treatment
errors [173], [174]. There is a clear and pressing need for an efficient, intuitive, and unified
system that can consolidate this plethora of information into an accessible and insightful
format.

Knowledge graph [175] is a systematic way to connect information and data points to
knowledge. These graphs may effortlessly combine intricate patient data in the context of
medical diagnostics, making them an appropriate solution for managing discussed challenges
[176], [177].

This chapter introduces an approach to tackle the problem of multi-source diagnostic data
integration. Our system is focused on entities that are pivotal in understanding and managing
genetic information and rare diseases: Genes, Diseases, Chemicals, Species, Variants, and
Cell Types.

By leveraging Named Entity Recognition (NER), Entity Normalization and Relationship
Extraction (RE) techniques on raw medical texts [178], we propose the generation of knowl-
edge graphs for each diagnosis coming from different diagnostic sources. The culmination
of this process is the merging of these individual graphs into a unified knowledge graph,
offering a panoramic view of a patient’s medical history. Notably, our method doesn’t just
amalgamate; it also highlights unique entities and relationships, ensuring that no nuance or
detail is lost in the integration, enabling doctors to capture a holistic view of a patient’s health
profile from different diagnostic perspectives.

The primary contributions of this chapter are: (RQI) a method to generate individual
knowledge graphs from raw medical texts, (RQII) a mechanism to merge these individual
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graphs while highlighting unique entities, and (RQIII) a visualisation tool to assist medical
professionals in understanding a patient’s comprehensive medical history.

5.2 Related Works

Different approaches and goals have been seen in the field of building knowledge graphs
from medical and biological texts. In order to provide a more comprehensive representation
of medical situations, some research projects aim to augment textual data with multiple
notations that include genetics, proteomics, symptoms, and more [44][179]. Others are
focused on developing knowledge graphs that are specialised to particular illness types and
provide in-depth insights into their complex dynamics [180]. Moreover, some initiatives,
such as [181] and [182], aim to generate knowledge graphs straight from spoken dialogues or
utterances recorded in-context clinical encounters. In [183], the authors developed MedKaaS
Tools, where existing clinical datasets are integrated and translated into insights intended to
augment human reasoning and accelerate scientific research. However, the gap of systems
that compare and integrate knowledge graphs produced from different diagnoses remains a
challenge in the field.

Kulkarni et al. [181] proposed a method to construct a medical knowledge graph directly
from clinical conversations between doctors and patients, which also employed a mathemati-
cal approach for tuple validation and leveraged the knowledge graph for disease prediction.
Unlike this work, our approach specifically targets the integration of diagnostic data from
various healthcare centers, providing a unified visualization that emphasizes patient’s whole
medical journey rather than predictive analysis from singular clinical conversations.

PrimeKG [44] serves as a multimodal knowledge graph for precision medicine, inte-
grating data from 20 resources to offer insights across ten biological scales, from protein
perturbations to therapeutic drug actions. [179] introduces the Clinical Knowledge Graph
(CKG), an expansive platform designed to integrate diverse biomedical data, including pro-
teomics, to facilitate precision medicine. CKG, encompassing over 16 million nodes and 220
million relationships, aims to represent experimental data, public databases, and literature
while implementing advanced statistical and machine learning tools to enhance proteomics
workflows. In [180], the research underscores the role of computational methods in distilling
knowledge from the vast datasets produced in scientific investigations, emphasizing the
critical case of Alzheimer’s disease. Differently from [44], [180] and [179], our research
is tailored towards unifying diagnostic data from multiple healthcare centres, providing a
comprehensive visual picture of a patient’s medical trajectory.
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Finally, the research in [182], emphasizes the challenges clinicians face in accessing
accurate and updated medical information due to the vast and evolving landscape of medical
literature. They introduce the Focused Clinical Search Service (HGFCSS), powered by
the Elsevier Healthcare Knowledge Graph, designed to interpret focused clinical queries
and fetch relevant content from diverse medical literature. [184] investigates an automated
methodology for constructing high-quality knowledge bases linking diseases and symptoms
directly from electronic medical records. Using three probabilistic models, they created
knowledge graphs, which were then validated against Google’s manually-built knowledge
graph and expert physician opinions. Their results demonstrate the feasibility of automatically
constructing high-quality health knowledge graphs from medical records with significant
precision. In contrast, our work emphasizes merging diagnostic data from diverse healthcare
centres, aiming to visualize a patient’s cumulative medical journey rather than linking
diseases and symptoms. Finally, [185] introduces QAnalysis, a tool that allows doctors to
pop in questions in plain language and get back answers in the form of charts and tables. It
does this by breaking down the input, linking it to concepts in a knowledge graph, and then
turning those concepts into queries that can be run on Neo4j. On the flip side, our project is
more about piecing together diagnostic data from different places into one unified knowledge
graph. So, while QAnalysis is answering doctors’ questions, we are showing a complete
visual story of a patient’s medical journey.

5.3 Medical Knowledge Harmonization

Our approach diverges from existing methodologies by crafting a cohesive knowledge
graph from scattered medical histories, offering a comprehensive perspective through the
amalgamation of diverse diagnostic information. It adeptly navigates through complex
medical texts to map out pertinent biomedical entities and their interrelations, thereby
crafting an intuitive visual narrative of a patient’s health journey. This synthesized graph
allows for the rapid identification of significant health patterns and anomalies, markedly
improving the precision of diagnoses and the formulation of treatment strategies [39].

The system addresses the challenge posed by disparate diagnostic reports, which may
offer conflicting insights due to being produced at various times and by different healthcare
providers, potentially missing crucial health information [186], [187]. It overcomes the risk
of overlooking vital historical health information by integrating these varying perspectives
into a single, unified knowledge graph. This graph not only highlights shared findings
across reports using uniform visual cues but also brings attention to unique diagnostic
insights from individual reports. Consequently, it furnishes healthcare professionals with a
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Fig. 5.1 High-Level Workflow for the system.

complete overview of a patient’s health, supporting more accurate clinical decisions, avoiding
unnecessary procedures, and fostering optimal patient outcomes [188], [44].

Thus, our approach aims to provide a comprehensive understanding of a patient’s medical
history by integrating disparate diagnostic texts into a single knowledge graph. A sequence
of methodical procedures is used to accomplish this transition, as Figure 5.1 illustrates. The
diagram illustrates our process in terms of four essential macro-steps: The four processes are
as follows: 1) Named Entity Recognition (NER), which identifies relevant entities from the
raw texts; 2) Relationship Extraction (RE), which extracts relevant relationships between
identified entities; 3) Single Source Graph Generation, which creates separate knowledge
graphs for each patient’s diagnostic source; and 4) Knowledge Graph Integration, which
combines these separate graphs into a single, comprehensive knowledge graph. In the
sections that follow, each process step will be covered in detail.
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5.3.1 Input Source Determination and Preprocessing

The system initially ingests multiple diagnostic raw texts (T1, T2,..., Tn in Figure 5.1),
originating from various healthcare settings and encompassing distinct chronological events
in a patient’s medical journey. The system is versatile, allowing operation in two distinct
modes. The Data Ingestion Mode requires a structured dataset as input and proceeds to
generate and integrate knowledge graphs based on the data available therein. In the Manual
Mode, users can utilize the system to process raw diagnostic texts manually. In this mode,
users upload individual diagnostic reports into the diagnostic_reports folder. The system then
processes these texts, extracting and integrating the knowledge graph in a similar manner
to the Dataset Mode. Manual mode is particularly useful for ad-hoc analysis of specific
diagnostic reports.

5.3.2 Entity Recognition and Normalization

To find medically relevant items, NER is applied to every diagnostic text (T1, T2,... Tn). This
stage ensures accurate entity extraction by using NER approaches specifically designed for
medical and biological literature. Our approach uses the cutting-edge biomedical tool BERN2
([189]) for this crucial work. BERN2 can recognise and normalise nine distinct entities:
Gene, Disease, Chemical, Species, Mutation, Cell Line, Cell Type, DNA, and RNA. In order
to ensure correct entity extraction by navigating through the complex and domain-specific
language of medical and biological literature, BERN2 employs unique methodologies for
multi-task NER. After identifying the entities, BERN2 proceeds to normalise these entities
using specific techniques that improve the accuracy and consistency of the entities found in
the diagnostic texts.

5.3.3 Relation Extraction

Following the recognition and normalization of entities within the diagnostic texts, our
system embarks on the RE phase. This critical stage is dedicated to uncovering the intricate
web of connections among the identified biomedical entities. To achieve this, we harness
the sophisticated capabilities of Bio_ClinicalBERT [190], a model meticulously crafted
for clinical text analysis. Bio_ClinicalBERT represents a fusion of BioBERT’s extensive
pretraining on biomedical corpora with subsequent specialization on the MIMIC-III dataset,
which comprises a vast array of electronic health records from intensive care unit patients.
This model’s training regimen, encompassing a diverse collection of clinical notes, equips it
with a nuanced understanding of clinical discourse [191].
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Although Bio_ClinicalBERT was not initially conceived for directly identifying relation-
ships between entities, its embeddings are imbued with rich biomedical and clinical context.
This depth of contextual understanding allows us to employ a heuristic method for inferring
potential relationships among the entities detected. By leveraging the contextual embeddings
provided by Bio_ClinicalBERT, we can illuminate possible connections that might not be
immediately apparent, circumventing the need for a model explicitly trained on RE tasks.

Our experiments are further aligned with the model’s domain expertise by incorporating
data from the MIMIC database. This strategic choice ensures that our approach benefits from
the inherent knowledge and clinical acumen embedded within Bio_ClinicalBERT. Thus, we
establish a coherent experimental framework that is both informed by and reflective of the
complex realities of clinical data analysis, leveraging state-of-the-art NLP tools to enhance
our understanding of patient health narratives.

5.3.4 Knowledge Graph Generation

After extracting entities and their respective relationships, the system leverages on these to
construct individual knowledge graphs for each diagnostic text, utilizing entities as nodes
and their relationships as edges to graphically illustrate the information embedded within
each text. The visualizations are facilitated through the use of PyViz 1 and Networkx 2,
ensuring a clear and interactive graphical representation of the data. Following the generation
of these individual knowledge graphs, the system goes to the integration phase, wherein it
amalgamates these multiple graphs into a unified knowledge graph. This consolidated graph
stands as a coherent synthesis of information, amalgamating insights from all diagnostic
sources and providing a comprehensive visual depiction of a patient’s entire medical history.
The visually integrated knowledge graph also highlights common entities and relationships
with consistent colours. Unique entities or relationships, which are specific to a particular
diagnostic source and not present in others, are highlighted using distinct colors.

5.4 Experimental Settings

Now, we delve into the specifics of how our research was conducted, ensuring transparency
and reproducibility. Section 5.4.1 subsection provides insights into the computational infras-
tructure utilized for our research, detailing the specifications of the machines that supported
our work. Then, we discuss the dataset in subsection 5.4.2 section, where we detail its origin,

1For more information, visit: https://pypi.org/project/pyvis/0.3.1/
2For more information, visit: https://networkx.org/documentation/stable/release/release_2.5.

html

https://pypi.org/project/pyvis/0.3.1/
https://networkx.org/documentation/stable/release/release_2.5.html
https://networkx.org/documentation/stable/release/release_2.5.html
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the preprocessing and transformation steps undertaken, and the final shape of the data used
for our experiments. Then, in section 5.4.3, we outline the considered software tools and
libraries in the study.

5.4.1 Hardware Configuration

The research was conducted on Caliban, a cluster environment provided by University Of
L’Aquila comprising multiple nodes, utilizing 40 processing units for parallel execution
under the "mpi" parallel environment. Specifically, the experiments were executed on a
system running CentOS Linux release 7.4.1708 (Core) and powered by an Intel(R) Xeon(R)
CPU E5-2698 v4, operating at 2.20GHz, with an available RAM of 141GB.

It is important to note that while the aforementioned hardware configuration was utilized
in our research, the experiments can feasibly be conducted on various hardware setups. The
tools and methods implemented in our research are not bound to a specific platform or
hardware configuration, thereby enhancing the adaptability and reproducibility of our work
across varied environments. However, alterations in the hardware setup could influence the
computational time for the experiments, despite not affecting the overall outcomes or insights
derived from the research.

5.4.2 Dataset

To ensure adherence to ethical standards, our research prioritizes data privacy and security,
particularly using data from the MIMIC-IV-Note: Deidentified free-text clinical notes, ver-
sion 2.2 dataset, available at PhysioNet (https://physionet.org/content/mimic-iv-note/2.2/).
The MIMIC-IV database ensures all patient information is de-identified in alignment with
HIPAA’s Safe Harbor provisions, guaranteeing anonymity and privacy. It is a collection of
deidentified free-text clinical notes for patients included in the MIMIC-IV clinical database
[191]. MIMIC-IV-Note contains 331,794 de-identified discharge summaries from 145,915
patients and 2,321,355 de-identified radiology reports for 237,427 patients, all of whom were
admitted to the hospital and emergency department at the Beth Israel Deaconess Medical
Center in Boston, MA, USA. While the dataset also contains radiology reports, our research
strategically narrows its focus exclusively on the discharge summaries to explore the histori-
cal medical journey of patients, focusing on fixed entities. Consequently, our analyses and
experiments are confined to the file ’discharge.csv’, found within the ’notes’ folder of the
dataset. The ’discharge’ table, and accordingly the ’discharge.csv’ file, encompasses dis-
charge summaries that are inherently crucial to hospitalization data. Our particular emphasis
on discharge summaries is driven by our interest in specific entities and the imperative to

https://physionet.org/content/mimic-iv-note/2.2/
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construct a coherent and insightful knowledge graph. To create a comprehensive dataset
conducive to our research on patient diagnoses, we did meticulous preprocessing on the
original dataset. Our objective was to derive a dataset that encapsulated all the diagnoses
obtained from each patient’s medical journey. This was achieved through the following steps:

• Filtering Relevant Notes: from the vast collection of clinical notes in the database,
we focused on the "discharge" notes, as they provide comprehensive summaries of
patients’ hospitalizations, encompassing diagnosis, treatment, and medical history.

• Extraction of History of Present Illness: this section is crucial in the medical context
and was therefore crucial for extraction and analysis in our study. It provides a thorough
narrative that discusses the patient’s condition in a specific instance of time and during
a particular hospitalization. Using regular expression-based parsing, we extracted the
section of the notes corresponding to the ’History of Present Illness’, which offers
insights into the patient’s condition upon admission.

• Transformation for Multiple Hospitalizations: recognizing that some patients might
have multiple hospitalization records, we restructured the dataset to capture each
unique hospitalization event for a patient as a separate column. This transformation
allowed us to track and analyze the progression of a patient’s medical condition over
multiple hospital visits.

• Filtering Patients with Multiple Diagnostics: to ensure the richness and comprehen-
siveness of our dataset, we retained only those patients who had multiple diagnostic
events or entities in the original dataset. This filtering step ensured that our dataset was
focused on patients with potentially complex medical histories or rare situations.

The resulting dataset encompasses 59,051 unique patients, with distinct hospitalization event
and associated ’History of Present Illness’. The preprocessing of the original dataset was
executed in approximately 18 minutes. With the described preprocessing we moved from
145,915 patients in the original dataset to 59,051 patients considered in the evaluation. The
final dataset cannot be distributed due to licence restriction on the original one.

5.4.3 Software Configuration

Standard Python libraries, like re (for regular expressions), os (for operating system-related
tasks), requests (for HTTP requests), and hashlib (for hashing operations) set the base
environment.
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Table 5.1 Versions of the software and tools utilized in the research.

Software/Tool Version & Notes

Python 3.6.13
Conda 22.11.1
BERN2 API using Requests version

2.27.1
Bio_ClinicalBERT loaded using Transformers

version 4.9.2
PyVis 0.3.1
NetworkX 2.5.1

For the NER step we used (BERN2 [189]), an advanced biomedical entity recognition
service. Through the load_bern2_model function, diagnostic reports are processed to retrieve
named entities. The entities are then parsed and structured to be used in subsequent steps.
BERN2 is particularly adept at identifying medical entities from raw text, ensuring that every
critical piece of information is captured.

For the RE step we selected (Bio_ClinicalBERT [190]), a variant of BERT that’s special-
ized for clinical and biological texts. This model’s embeddings are pivotal in our approach to
relation extraction. For each pair of entities in a report, embeddings are generated. Then,
the cosine similarity between entity pairs determines if a relation exists, creating it if the
similarity surpasses a predetermined threshold fixed to 0,85.

For the Knowledge Graph Generation we considered (PyVis (https://pypi.org/project/
pyvis/0.3.1/) and Networkx (https://networkx.org/documentation/stable/release/release_2.5.
html). The entities and relations derived from the aforementioned steps are organized into
individual knowledge graphs using networkx. The integrated knowledge graph is visually
represented using the pyvis.network module for an interactive experience. These graphs not
only consolidate information but also offer a visually engaging representation. This ensures
that medical professionals can quickly grasp the interconnectedness of various diagnoses.
For detailed information regarding the versions of the tools and software used in this study,
please refer to Table 5.1.

5.5 Results

This section delves into two experiments designed to evaluate the efficacy of our system
in light of the three initial primary research questions: (RQI) which probes the system’s
capability to autonomously generate individual knowledge graphs from raw medical texts;

https://pypi.org/project/pyvis/0.3.1/
https://pypi.org/project/pyvis/0.3.1/
https://networkx.org/documentation/stable/release/release_2.5.html
https://networkx.org/documentation/stable/release/release_2.5.html
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(RQII) which examines the system’s adeptness in merging various knowledge graphs while
accentuating unique entities; and (RQIII) which assesses the utility of the visualization tool
in helping medical professionals to decipher a patient’s medical history.

The first experiment (detailed in Seciton 5.5.1) presents where the tool analyses the
preprocessed dataset of 59,051 patients. This hypothetical situation might be similar to
situations in which healthcare systems try to automatically create and preserve knowledge
graphs for a large number of patients to aid in future consultations and plan creation. Here,
we examine issues including tool scalability, automation effectiveness, and the capability to
handle large amounts of data.

The second experiment (detailed in Section 5.6.1) explores instead the situation in which
a healthcare provider gives diagnostic text in an effort to obtain a comprehensive picture of a
patient’s medical history. We examine the tool’s effectiveness in deriving a knowledge graph
from manually provided data, identifying items, and constructing linkages. This study sheds
light on the tool’s usefulness in scenarios when on-the-spot analysis is critical, such as during
patient consultations or professional team meetings.

It is important to note that, only one example of each experiment will be presented and
examined in the following sections due to space limitations. Nevertheless, we have included
a subset of pre-analyzed cases in the repository (all the details are in the readme.md of the
github repository), which readers can investigate for further insights and analyses in order to
enable a deeper exploration and to make it easier to grasp the variety of scenarios our system
can accommodate (https://github.com/anbianchi/knowledge_frombio).

5.5.1 Experiment 1: Automated Knowledge Graph Generation in Data
Ingestion Mode

Example Case: Patient #10001876. Number of associated medical reports: 2.
Medical Report 1: Ms. ___ presented for evaluation of urinary complaints and after review
of records and cystoscopy was diagnosed with a stage III cystocele and stage I vaginal
prolapse, both of which were symptomatic. She also had severe vaginal atrophy despite
being on Vagifem. Treatment options were reviewed for prolapse including no treatment,
pessary, and surgery. She elected for surgical repair. All risks and benefits were reviewed
with the patient and consent forms were signed.
Knowledge Graph for Medical Report 1. In Figure 5.2, we report the Individual Knowledge
Graph generated by the system for Medical Report 1. Here only 3 interrelated entities have
been extracted.

https://github.com/anbianchi/knowledge_frombio
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Fig. 5.2 Knowledge graph resulting from Medical Report 1 of the Experiment 1

Fig. 5.3 Knowledge graph resulting from Medical Report 2 of Experiment 1

Medical Report 2: She is a ___ patient who presents with ___ rectocele after having a sacral
colpopexy and supracervical hysterectomy in ___ for uterine prolapse and cystocele. At that
time, she had no rectocele at all. She has symptoms of bulge and pressure in the vagina that
has gotten worse over the past few months. She also complains of feeling of incomplete
emptying. She states that after she goes to the bathroom, she could go back and urinate some
more. She had some frequency, urgency symptoms, which had resolved postoperatively. She
also has resolved diarrhea after being started on Zenpep. She is followed by Dr. ___ and her
fecal incontinence has resolved as well as resolved diarrhea."
Knowledge Graph for Medical Report 2. In Figure 5.3 we report the Individual Knowledge
Graph generated by the system for Medical Report 2
Merged Knowledge Graph of Experiment 1. Figure 5.4 reports the merged knowledge
graph for the Experiment 1. In this graph, the common entity cystocele, existing in both
reports, serves as a crucial point of connection, providing insight into an ongoing or recurring
medical condition. This mutual entity not only establishes a link between the separate
hospitalizations but also potentially indicates a persistent or chronic condition that warrants
consistent monitoring and management. Focusing on such commonly occurring entities
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Fig. 5.4 Knowledge graph representing the merging of Medical Reports 1 and 2 for
Experiment 1.

is crucial because it helps in tracking the progression or recurrence of specific medical
conditions. It aids healthcare professionals in understanding the persistence of certain
ailments, which can be vital in shaping therapeutic strategies, ensuring they are aligned with
the patient’s comprehensive medical history and current health status.

On the other hand, entities that are not common across reports are equally vital to
focus upon. These unique entities provide a window into the varied medical conditions and
interventions experienced by the patient over time.

For example, the entity ’vaginal prolapse’ appearing in the first report, and entities
like ’rectocele’ and ’fecal incontinence’ from the second report, illuminate distinct medical
episodes that the patient has navigated through. Also, cystocele, vaginal prolapse, and faecal
incontinence are three interrelated pelvic floor disorders in which, respectively, the bulging
of the bladder into the vagina, the descent of pelvic organs, and the inability to control
bowel movements can all be caused by the weakening or dysfunction of the pelvic supportive
structures [192], [193] and [194].
Duration and Technical Details: In this experiment, the generation of knowledge graphs for
each diagnostic report and the subsequent creation of the merged graph took approximately
20 seconds in this example case involving two reports. However, it is imperative to note that
this time metric can be variable, particularly when dealing with patients with a larger number
of reports.

5.5.2 Experiment 2: Generating a Merged Knowledge Graph in Man-
ual Mode

Example Case: Patient #10001876. Number of associated medical reports: 2.
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Fig. 5.5 Knowledge graph of Medical Report 1 of Experiment 2

Medical Report 1: Age at last evaluation: ___ year and ___ months. Anthropometric Data:
At Birth: Weight: ___ grams, Length: 46.5 cm, Occipitofrontal circumference (OFC): 32
cm. At ___ Year: OFC: 43 cm (P<3), indicative of Microcephaly. Clinical Findings: Neu-
rodevelopmental: Moderate developmental delay noted, Stereotypic movements observed,
Microcephaly identified with OFC below the 3rd percentile. Cardiovascular: Pulmonary
stenosis diagnosed. Musculoskeletal: Hidden bifid spine detected, Talipes calcaneovalgus (a
deformity involving the ankle and heel) present. Gastrointestinal/Genitourinary: Inguinal
hernia diagnosed. Genetic Considerations: The combination of microcephaly, developmental
delay, and other physical anomalies may suggest a possible genetic syndrome. Genetic test-
ing, including chromosomal microarray and/or whole exome sequencing, may be indicated
to identify any underlying genetic etiologies.
Medical Report 2: Age at last evaluation: ___ year and ___ months. Anthropometric
Data: Neurodevelopmental: Moderate developmental delay noted, Stereotypic movements
observed, Microcephaly identified with OFC below the 3rd percentile. Cardiovascular:
Pulmonary stenosis diagnosed. Musculoskeletal: Hidden bifid spine detected, Talipes
calcaneovalgus present. Gastrointestinal/Genitourinary: Inguinal hernia diagnosed. Genetic
Testing Results: Gene: PAICS (NM_001079525.1), Mutation Identified: c.1165G>C ;
p.Gly389Arg. Genetic Considerations: The identified variant in the PAICS gene may
potentially explain some of the clinical findings observed in this patient. The PAICS gene
encodes a bifunctional enzyme involved in de novo purine biosynthesis. Mutations in this
gene could potentially affect cellular proliferation and neurological function, although the
exact clinical significance of the identified variant (c.1165G>C ; p.Gly389Arg) needs further
evaluation.
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Fig. 5.6 Knowledge graph of Medical Report 2 of Experiment 2

Merged Knowledge Graph of Experiment 2. Figure 5.7 reports the merged knowledge
graph for the Experiment 2. In Figure 5.5 and Figure 5.6 we report the Individual Knowledge
Graph generated by the system for Medical Report 1 and 2.

In this experiment, an extensive evaluation of a pediatric patient’s symptoms necessitated
a genetic investigation. Following the genetic testing, a medical variant in the PAICS
gene was discovered, due to the linking to particular medical conditions [195], [196] and
[197], shedding light on the observed clinical manifestations. This identification enabled a
deeper exploration of the patient’s condition through knowledge graphs. More evaluations
are needed. The merged graph, post-identification of the genetic variant, offered a visual
representation of the relationships among symptoms and genetic interactions, facilitating a
more integrated understanding. This experiment highlights the pivotal role of genetic testing
in advancing diagnostic accuracy and unraveling the complexities of clinical presentations.
Duration and Technical Details: In this experiment, the generation of knowledge graphs for
each diagnostic report and the subsequent creation of the merged graph took approximately
16 seconds.

5.5.3 Computational Time and Space Usage

Generating knowledge graphs for each patient in our extensive dataset is computationally
intensive. Our method speeds up graph creation for individual patients, but larger datasets
still require more time. The time varies with report complexity and the number of entities
and relationships processed. We also used the BERN2 API for Named Entity Recognition
(NER), limited to 300 requests per 100 seconds per user. To comply with this limit, we added
systematic 3-second pauses in our processing pipeline, extending the overall time for our
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Fig. 5.7 Knowledge graph representing the merging of Medical Reports 1 and 2 for
Experiment 2.

Table 5.2 Computational times.

Experiment Time Required
Single patient (between 2-6 reports) 20-50 seconds
Entire dataset (59,051 patients) 12-14 days

59,051-patient dataset. The specific timings are summarized in Table 5.2.

Beyond computational time, storage space is a key factor for the knowledge graphs
generated in our experiments. The amount of space each individual graph and their merged
versions occupy varies with the number of entities, relationships, and attributes, influenced
by the diagnostic reports’ complexity and detail. Table 5.3 details the space usage, presenting
average, minimum, and maximum figures per patient for single and merged graphs. Overall,
individual graphs across all patients and reports require 6.39 GB, and the merged graphs
collectively need 3.9 GB of storage space.

5.6 Enhancing Semantic Precision in Relation Extraction

To address the initial system design’s notable limitation of lacking semantic labeling in entity
relationships, we have refined our relation extraction process by incorporating an advanced
feature. This enhancement involves integrating SemRep alongside Bio_ClinicalBERT, signif-
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Table 5.3 Space usage.

Graph Type Memory
aver-
age

Memory
- range

Memory
(all pa-
tients)

Single Knowl-
edge Graph

24 KB [6 KB -
42 KB]

6.39 GB

Merged
Knowledge
Graph

56 KB [8 KB -
110 KB]

3.9 GB

icantly enriching the semantic depth of the relationships captured in our knowledge graphs
and providing a more nuanced understanding of the connections between medical entities.

Bio_ClinicalBERT lays the groundwork for our relation extraction, identifying potential
connections between entities within clinical narratives. Despite its effectiveness in contextual
understanding within the biomedical domain, it sometimes falls short in explicitly inferring
the semantic nature of these relationships. This is where SemRep [198] comes into play . It
complements Bio_ClinicalBERT’s capabilities by providing precise semantic roles to these
relationships, especially in instances where Bio_ClinicalBERT identifies a connection but
does not categorize it. This dual approach ensures that each relationship in our knowledge
graphs is not only identified but also semantically labeled, capturing the complex interactions
depicted in clinical narratives (see at Figure ). The practical impact of integrating SemRep
is profound. It transforms our knowledge graphs from mere visual representations of entity
connections into detailed maps that illustrate the intricate dynamics of a patient’s medical
history. With the ability to discern and label semantic predications, healthcare professionals
are equipped with a more powerful tool for interpreting clinical data, which can significantly
influence clinical outcomes and decision-making processes. The integration of SemRep
marks a pivotal advancement toward achieving semantically rich and informative knowledge
graphs.

5.6.1 Illustrative Case Study: Leveraging Semantic Labels for En-
hanced Medical Insight

In this subsection, we explore the transformative potential of incorporating semantic labels
into the relation extraction process within our enhanced knowledge graph generation sys-
tem. Through a specific example, we demonstrate how this capability significantly aids in
maintaining diagnostic continuity across multiple medical reports for the same patient.
Example Case: Number of associated medical reports: 2.
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Fig. 5.8 SemRep Integration, in red.

Consider a patient with two associated medical reports, highlighting a scenario where
crucial genetic testing information could be overlooked due to a lack of visibility across
separate consultations.
Medical Report 1: Age at last evaluation: ___ year and ___ months. Anthropometric
Data: Neurodevelopmental: Moderate developmental delay noted, Stereotypic movements
observed, Microcephaly identified with OFC below the 3rd percentile. Clinical Findings: Car-
diovascular: Pulmonary stenosis diagnosed. Musculoskeletal: Hidden bifid spine detected,
Talipes calcaneovalgus present. Gastrointestinal/Genitourinary: Inguinal hernia diagnosed.
Genetic Considerations: Genetic Testing Results: Gene: PAICS (NM_001079525.1), Muta-
tion Identified: c.1165G>C ; p.Gly389Arg. The identified variant in the PAICS gene may
potentially explain some of the clinical findings observed in this patient. The PAICS gene
encodes a bifunctional enzyme involved in de novo purine biosynthesis. Mutations in this
gene could potentially affect cellular proliferation and neurological function, although the
exact clinical significance of the identified variant (c.1165G>C ; p.Gly389Arg) needs further
evaluation.
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Medical Report 2: Age at last evaluation: ___ year and ___ months. Anthropometric Data:
At Birth: Weight: ___ grams, Length: 46.5 cm, Occipitofrontal circumference (OFC): 32
cm. At ___ Year: OFC: 43 cm (P<3), indicative of Microcephaly. Clinical Findings: Neu-
rodevelopmental: Moderate developmental delay noted, Stereotypic movements observed,
Microcephaly identified with OFC below the 3rd percentile. Cardiovascular: Pulmonary
stenosis diagnosed. Musculoskeletal: Hidden bifid spine detected, Talipes calcaneovalgus (a
deformity involving the ankle and heel) present. Gastrointestinal/Genitourinary: Inguinal
hernia diagnosed. Genetic Considerations: The combination of microcephaly, developmental
delay, and other physical anomalies may suggest a possible genetic syndrome. Genetic test-
ing, including chromosomal microarray and/or whole exome sequencing, may be indicated
to identify any underlying genetic etiologies.

In this case, a patient’s first medical report included a genetic test identifying a significant
variant in the PAICS gene, crucial for explaining various clinical symptoms (Figure 5.9).
However, this vital information was missing from a later report, risking the neglect of
important genetic findings and the potential for redundant testing (Figure 5.10).

Our system’s semantic labeling effectively highlights entities and their interrelations from
different patient visits, such as the conduct and results of genetic tests. These details are
accentuated in the knowledge graphs and maintained through the merging process, providing
healthcare professionals with a complete view of a patient’s medical history, including
diagnostics and outcomes not mentioned in recent reports. Semantic labels in the knowledge
graphs visually represent the patient’s medical history, providing insights into the sequence of
diagnostics and treatments. This is especially critical in complex cases where understanding
the history of medical decisions is essential for patient care (Figure 5.11).

This example underscores the significance of semantic labeling in deepening knowledge
graphs’ utility for medical data integration. By integrating and visually emphasizing semantic
relations, the system ensures that all historical medical data contributes to a comprehensive
patient health overview. This method enhances the retrieval of medical information and
highlights the importance of each data point in creating a holistic patient profile, showcasing
the system’s essential role in improving healthcare delivery.

5.7 Discussion

Addressing the complexity of healthcare information, our system autonomously creates and
combines knowledge graphs from raw medical texts, navigating this crucial and challenging
domain.
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Fig. 5.9 Used tools, separated by phases.
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Fig. 5.10 Used tools, separated by phases.
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Fig. 5.11 Used tools, separated by phases.
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Given the enormous variety of medical and biological entities present in healthcare, it
was practical for us to narrow our primary attention to a small number of biomedical entities.
This emphasis was seen in the studies, which showed the system’s skill at locating, extracting,
and connecting these chosen elements to create knowledge graphs that depict a clear and
insightful narrative of a patient’s medical journey. Focusing on a particular group of entities
at this point allowed for deeper and more accurate knowledge as well as opened the door for
methodical extension and inclusion of a wider variety of entities in the system’s subsequent
iterations.

The experiments demonstrated the system’s capability to accurately and coherently
navigate medical texts, generating individual and merged knowledge graphs that highlight
key entities and recurring illnesses, essential for understanding a patient’s medical history
and refining therapeutic strategies. The visualization tool emerged as a vital asset, offering
medical professionals an intelligible visual narrative of a patient’s medical journey, enhancing
understanding and diagnostic ability. In our study, although 59,051 knowledge graphs were
generated, only a small subset of these was reported back to clinicians for evaluation.
Specifically, knowledge graphs for 15 patients were provided to healthcare professionals.
This limited selection was due to the complexity of reviewing the graphs and the significant
effort required from clinicians to examine them thoroughly. For these 15 patients, we also
conducted a validation process using their complete medical histories, ensuring that the
knowledge graphs accurately reflected all relevant medical information. Furthermore, we
double-checked the accuracy of the links and relationships generated within the knowledge
graphs by cross-referencing them with existing literature. This meticulous approach aimed
to confirm the correctness and reliability of the information presented, enhancing the graphs’
utility in clinical practice.

The feedback from clinicians on these validated cases was insightful, demonstrating the
potential benefits of knowledge graphs for providing a comprehensive overview of patient
histories, particularly in complex cases. However, clinicians also pointed out that the process
of analyzing and interpreting the graphs can be time-consuming, indicating a need for further
refinement to make the tool more efficient and user-friendly in a clinical setting.

Going forward, we plan to optimize the system based on this initial feedback to improve
its usability and reduce the workload for clinicians. Future efforts will focus on improving
the clarity and relevance of the information in knowledge graphs, with the aim of making
them a more practical and effective tool to support clinical decision making.
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5.7.1 Bridging Health Gaps: Societal Benefits of Comprehensive Medi-
cal Views

Both patients and professionals frequently struggle with the complexity of managing and
comprehending medical information in the wide world of healthcare. The high volume of
medical records can be intimidating for practitioners, making it difficult to extract valuable
insights from dispersed data. Moreover, during brief appointments, some patients may find it
difficult to remember and describe every medical exam, symptom, or medicine they have ever
experienced. For instance, it could be particularly difficult for older people or people who are
naturally reticent to retell every aspect of their medical history. They could unintentionally
leave out anything that is important for their present care, such as past diagnoses, treatments,
or symptoms. Our system addresses these challenges by integrating multiple diagnostic
reports into a unified visual representation, even if it focuses on a restricted set of biomedical
entities. This ensures that every patient, irrespective of their background or communicative
abilities, benefits from a comprehensive record that encapsulates their entire health journey.
Such a holistic view not only empowers clinicians with a complete understanding of a
patient’s health but also alleviates the need for patients to remember every detail.

5.7.2 Cost Efficiency

The proposed approach enhances cost efficiency in healthcare by reducing the likelihood of
redundant or unnecessary medical examinations. By providing a comprehensive and unified
view of a patient’s health history, the system enables healthcare providers to make more
informed decisions, thereby minimizing the need for repeated tests or procedures.

Patients with complex medical histories, such as those suffering from rare diseases, stand
to gain significantly from this approach. The integration of diverse diagnostic information
into a single knowledge graph ensures that all relevant medical data is readily accessible,
promoting timely and accurate care. Furthermore, in cases where diagnosing a condition
proves challenging, physicians can utilize the system to compare the patient’s knowledge
graph with other merged graphs from similar cases. This capability facilitates a more rapid
and accurate diagnosis by leveraging a broader spectrum of existing data, thus streamlining
the diagnostic process and reducing associated costs.

5.7.3 Global Scalability

The system exhibited a high degree of scalability, successfully managing a large dataset
encompassing 59,051 patients. This scalability is crucial for real-world applications where
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the volume of medical data is continuously growing. Also, the system is designed to be
modular (please see at the code repository), meaning individual components (like entity
extraction or relation prediction) can be updated or replaced without disrupting the entire
workflow. This allows the system to easily adapt to new technological advancements.

5.7.4 Limitations and Threats to Validity

Despite the results obtained in this study, there are certain limitations to our approach that
should be taken into consideration. Here, we discuss these limitations and their potential
impact on the interpretation of our findings.

Input Accuracy: One of the foundational premises of our system is the reliance on
accurate and relevant input. It’s necessary that users (namely, doctors) provide diagnostic
texts pertaining to the same patient. The system is designed to compare and integrate these
texts, and any discrepancy in the input, such as including texts from unrelated patients, can
lead to misleading results.

Natural Language Dependency: Our current implementation is tailored for the English
language. This is largely because we utilize pre-trained tools, which are predominantly
trained on English medical and biomedical terminologies. While the system demonstrates
efficacy with English texts, its applicability could be limited in regions with different native
languages. Expanding the system’s capability to cater to diverse languages remains a future
target.

Negation Recognition: Our current system, while effective in extracting and linking
entities from medical texts, has limitations when it comes to accurately interpreting negated
symptoms or medical conditions. For example, phrases like "high glucose: no" or "no signs
of infection" are common in clinical narratives, indicating the absence of a condition rather
than its presence. Currently, our system does not have a robust mechanism to differentiate
between positive and negative mentions of symptoms. This limitation can lead to incorrect
assumptions or misinterpretations within the generated knowledge graphs, where a symptom
or condition might be inaccurately recorded as present due to the system’s inability to
recognize negation. To address this issue, we acknowledge the need for negation detection
algorithms, that can accurately identify and process negated statements. Incorporating such
methods would allow the system to more precisely capture the context of medical data,
ensuring that the knowledge graphs reflect a more accurate representation of a patient’s
medical history.

Bypassing Coreference Resolution: The anonymization of our dataset, which obfus-
cates names, dates, and other specifics to protect patient confidentiality, impeded accurate
coreference resolution, a step that typically ensures pronouns and abbreviations are correctly
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mapped to their entities in NLP pipelines. Due to the resulting unreliable outputs from
coreference models, we opted to proceed directly to NER without performing coreference
resolution.

5.7.5 Future Directions

As our system continues to evolve, one of our primary goals is to ensure its accessibility
and usability worldwide. To achieve this, we are actively considering the incorporation of
multilingual models, which would enable the system to process and understand medical
reports in various languages, catering to a global audience.

Moreover, a promising frontier for our system lies in leveraging the intricate patterns
within the knowledge graphs. Our vision is to utilize dedicated pattern recognition techniques
that systematically analyze these graphs, pinpointing recurring sequences or clusters of
entities and relations that could be indicative of specific medical conditions or trajectories
[199]. This kind of structured pattern mining could be instrumental in identifying and
potentially predicting diagnostic paths, thereby aiding healthcare professionals in making
informed, proactive decisions about patient care [177].

For instance, by analyzing a vast number of knowledge graphs and tracing back the
diagnostic journeys of patients with a particular condition, we might discern that certain
entity relationships frequently precede the diagnosis of that condition [200]. With this insight,
our system could recommend preemptive diagnostic exams when it detects the onset of
similar patterns in a patient’s medical data. Important and concert benefits can be provided
by the proposed system in case of rare diseases: if specific patterns of such diseases are
discovered, using graph comparison will speed up the right diagnosis [199].

For the sake of completeness, this work has been accepted to the AIHealth 2024 Confer-
ence, held between March 19-24, 2024 (https://www.thinkmind.org/index.php?view=article&
articleid=aihealth_2024_1_70_80033). All the methodologies along with the technical
implementation can be found at https://github.com/anbianchi/knowledge_frombio/

https://www.thinkmind.org/index.php?view=article&articleid=aihealth_2024_1_70_80033
https://www.thinkmind.org/index.php?view=article&articleid=aihealth_2024_1_70_80033
https://github.com/anbianchi/knowledge_frombio/


Conclusions

This thesis represents a comprehensive effort to develop a framework capable of integrating
genomic data with clinical information, thereby advancing the field of precision medicine.
It builds upon the premise that personalized healthcare is contingent upon our ability to
accurately analyze and apply genetic insights in a clinical setting. Throughout this work,
we have endeavored to construct and refine bioinformatics tools and methodologies that not
only address the inherent challenges of genomic data but also harness its full potential to
inform patient care. The development of this framework was initiated with acknowledgment
of the existing limitations within bioinformatics, specifically the reproducibility of data and
the retrieval of datasets. Through targeted research and development, we introduced a self-
evaluating system for reproducibility, enhancing the reliability of bioinformatics experiments.
This contribution is poised to improve the standardization across studies, facilitating a more
trustworthy and replicable scientific inquiry.

Initially, we dedicated our efforts to RNA-Seq, emphasizing the criticality of selecting
the appropriate tools for accurate gene expression analysis. This phase of the research
highlighted the significant impact tool choice has on the outcomes and the reproducibility
challenges inherent in bioinformatics workflows. By meticulously evaluating RNA-Seq
processes, we exposed the limitations in current practices, underscoring the necessity for
enhanced precision and reliability in genomic studies. Transitioning from RNA-Seq, the
thesis then ventured into the realm of Variant Calling, a method pivotal for detecting genetic
variations that could influence health and disease outcomes. Here, we didn’t just analyze
genetic variations in isolation; instead, we developed an integrated approach that combines
the nuanced insights from Variant Calling with the broader contextual data of patient health.
This holistic strategy aimed to provide a more comprehensive understanding of how genetic
alterations affect individual health profiles, thereby enriching the potential for tailored
therapeutic interventions.

The cornerstone of this thesis was the synergistic integration of bioinformatics findings
with clinical narratives, culminating in the creation of knowledge graphs. These graphs serve
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not just as a novel tool but as a bridge connecting theoretical bioinformatics research with
practical clinical applications, offering a more nuanced understanding of patient health.

The harmonization of genomic data with clinical narratives has emerged as a keystone in
the realization of precision medicine. The framework developed herein successfully tackles
this complex integration, setting a precedent for the field. Through the novel application of
entity-relation models and the generation of knowledge graphs, we have provided a way to
visualize and analyze the confluence of genetic and clinical data, empowering healthcare
professionals to make more informed decisions. The findings and developments presented in
this thesis pave the way for a new era in healthcare. The enhanced bioinformatics framework
herein is a testimony to the transformative impact of precise genetic analysis in clinical
contexts. As we look to the future, this work opens multiple avenues for further research,
especially in the realm of advancing computational techniques, exploring the ethical dimen-
sions of data usage, and extending the framework to encompass the ever-growing datasets in
genomics. The path ahead is rife with opportunities for continued innovation and implemen-
tation. The next steps will involve rigorous field testing of the framework, validation against
diverse clinical scenarios, and adaptation to the ever-evolving landscape of genomic research.
The immediate focus has been on honing a multi-source diagnostic framework, which inte-
grates bioinformatics data and clinical narratives to construct a comprehensive health profile
for individual patients. This approach has laid the groundwork for a nuanced understanding
of patient-specific health dynamics, crucial for advancing personalized medicine.

As we look to the future, the ambition is to scale this framework to encompass com-
parative analyses across entire populations. This expansion aims to unearth patterns and
correlations that may not be discernible at the individual level but emerge when viewing
the broader population landscape. By comparing genomic and clinical data across diverse
groups, the objective is to identify commonalities and differences in health outcomes, genetic
predispositions, and treatment responses. It is with optimism that we foresee the integration
of our contributions into standard healthcare practices, marking a significant milestone in the
journey towards truly personalized medicine.
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