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Abstract

We study coagulation equations under non-equilibrium conditions which are
induced by the addition of a source term for small cluster sizes. We consider
both discrete and continuous coagulation equations, and allow for a large class of
coagulation rate kernels, with the main restriction being boundedness from above
and below by certain weight functions. The weight functions depend on two power
law parameters, and the assumptions cover, in particular, the commonly used free
molecular and diffusion limited aggregation coagulation kernels. Our main result
shows that the two weight function parameters already determine whether there
exists a stationary solution under the presence of a source term. In particular, we
find that the diffusive kernel allows for the existence of stationary solutions while
there cannot be any such solutions for the free molecular kernel. The argument
to prove the non-existence of solutions relies on a novel power law lower bound,
valid in the appropriate parameter regime, for the decay of stationary solutions
with a constant flux. We obtain optimal lower and upper estimates of the solutions
for large cluster sizes, and prove that the solutions of the discrete model behave
asymptotically as solutions of the continuous model.
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1. Introduction

Atmospheric cluster formation processes [22], where certain species of the gas
molecules (called monomers) can stick together and eventually produce macro-
scopic particles, are an important component in cloud formation and radiation
scattering. The above cluster formation processes are modelled with the so-called
General Dynamic Equation (GDE) [22]. Under atmospheric conditions, the particle
clusters are often aggregates of various molecular species and formed by collisions
of several different monomer types, cf. [36,44] for more details and examples. Ac-
cordingly, in the GDE one needs to label clusters not only by the total number of
monomers in them but also by counting each monomer type. This results in multi-
component labels for the concentration vector, with nonlinear interactions between
the components. Another feature of the GDE which has been largely absent from
most of the previous mathematical work on coagulation equations, is the presence
of an external monomer source term. Such sources are nevertheless important for
atmospheric phenomena (for more details about the chemical and physical origin
and relevance of the sources we refer for instance to [16,27]), although this problem
has been barely considered in the mathematical literature.

In this work, we focus on the effect the addition of a source term has on
solutions of standard one-component coagulation equations. This is by no means
to imply that multicomponent coagulation equations would not have interesting
new mathematical features but these will be the focus of a separate work. Here, we
consider only one species of monomers, and we are interested in the distribution
of the concentration of clusters formed out of these monomers. Let n, > 0 denote
the concentration of clusters with « € N monomers.

Considering the regime in which the precise spatial structure and loss of particles
by deposition are not important, the GDE yields the following nonlinear evolution
equation for the concentrations 74:

1
o =5 Y Keppna—pnp—na)_ Kupng
0<B<a B>0

1
+ > Tatpalarp — 3 > Tapna +sa. (1.1)
B>0 0<B<a

The coefficients K, g describe the coagulation rate joining two clusters of sizes «
and B into a cluster of size « + B, as dictated by mass conservation. Analogously,
the coefficients I'y g describe the fragmentation rate of clusters of size « into two
clusters which have sizes 8 and o« — . We denote with s, the (external) source
of clusters of size «. In applications, typically only monomers or small clusters
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are being produced, so we make the assumption that the function & + s, has a
bounded, non-empty support. In what follows, we make one further simplification
and consider only cases where also fragmentation can be ignored, I'y g = 0; the
reasoning behind this choice is discussed later in Section 1.1. An overview of the
currently available mathematical results for coagulation-fragmentation models can
be found in [9,30].

Therefore, we are led to study the evolution equation

1
dina = > ,32 Ko—p.pla—png — Ny ;)Ka,ﬁn,g + Sa . (1.2)
<o >

In this paper, we are concerned with the existence or nonexistence of steady state
solutions to (1.2) for general coagulation rate kernels K, including in particular the
physically relevant kernels discussed in Section 1.1. The source is here assumed to
be localized on the “left boundary” of the system which have small cluster sizes.
Such source terms often lead to nontrivial stationary solutions towards which the
time-dependent solutions evolve as time increases. These stationary solutions are
nonequilibrium steady states since they involve a steady flux of matter from the
source into the system. The characterization of nonequilibrium stationary states
exhibiting transport phenomena is one of the central problems in statistical me-
chanics.

The main result of this paper gives a contribution in this direction. More pre-
cisely, we address the question of existence of such stationary solutions to (1.2).
We prove that for a large class of kernels—including in particular the diffusion
limited aggregation kernel given in (1.9)—stationary solutions to (1.2) yielding a
constant flux of monomers towards clusters with large sizes exist. On the contrary,
for a different class of kernels—including the free molecular coagulation kernel
with the form (1.7)—such a class of stationary solutions does not exist.

In the case of collision kernels for which stationary nonequilibrium solutions
to (1.2) exist, we can even compute the rate of formation of macroscopic particles,
which we identify here with infinitely large particles, from an analysis of the prop-
erties of these stationary solutions, cf. Section 2.1. We find that in this case the main
mechanism of transport of monomers to large clusters corresponds to coagulation
between clusters with comparable sizes, cf. Lemma 6.1, Section 6.

The non-existence of such stationary solutions under a monomer source for a
general class of coagulation kernels yielding coagulation for arbitrary cluster sizes
is one of the novelties of our work. It has been pointed out in Remark 8.1 of [12] that
for kernels K g which vanishif @ > 1 or 8 > 1, and sources s, which are different
from zero for =2, stationary solutions of (1.2) cannot exist. Although the example
in [12] refers to the continuous counterpart of (1.2) (c.f. (1.3)), the argument works
similarly for discrete kernels. The example of non existence of stationary solutions
in [12] relies on the fact that coagulation does not take place for sufficiently large
particles and therefore cannot compensate for the addition of particles due to the
source term sg. In the class of kernels considered in this paper coagulation takes
place for all particle sizes and therefore the nonexistence of steady states must be
due to a different reason. At first glance this result might appear counterintuitive,
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since this non-existence result includes kernels for which the dynamics seems to
be well-posed. Hence, one needs to explain what will happen at large times to the
monomers injected into the system. Our results suggest that for such kernels the
aggregation of monomers with large clusters is so fast that it cannot be compensated
by the constant addition of monomers described by the injection term s,. Then the
cluster concentration n, would converge to zero as ¢t — oo for bounded « even if
ng = 0 is not a stationary solution to (1.2) if (sg) # 0.

We remark that our non-existence result of stationary solutions includes in
particular the so called free molecular kernel (cf. (1.6) below) derived from kinetic
theory which is commonly used for microscopic computations involving aerosols
(cf. for instance [36]).

In this paper we consider, in addition to the stationary solutions of (1.2), the
stationary solutions of the continuous counterpart of (1.2),

] X
atf(x,t)=5/0 K= yoy) f (= yot) f (yo1)dy

—/0 K,y fa,nf@,ndy+nkx). (1.3)

Infact, we will allow f and 7 in this equation to be positive measures. This will make
it possible to study the continuous and discrete equations simultaneously, using
Dirac §-functions to connect f(£) and n viathe formula f(§)dé = fo’: 1 nad(E—
a)dt.

In most of the mathematical studies of the coagulation equation to date, it
has been assumed that the injection terms s, and 71 (x) are absent. In the case of
homogeneous kernels, that is, kernels satisfying

K(@rx,ry) =r"K(x,y) (1.4)

for any r > 0, the long time asymptotics of the solutions of (1.3) with n (x) =0
might be expected to be self-similar for a large class of initial data. This has been
rigorously proved in [32] for the particular choices of kernels K (x, y) = 1 and
K (x,y) = x + y. In the case of discrete problems, the distribution of clusters ny
has also been proved to behave in self-similar form for large times and for a large
class of initial data if the kernel is constant, K, g = 1, or additive, Ky g = o + B
[32]. For these kernels it is possible to find explicit representation formulas for the
solutions of (1.2), (1.3) using Laplace transforms.

For general homogeneous kernels construction of explicit self-similar solutions
is no longer possible. However, the existence of self-similar solutions of (1.3)
with n = 0 has been proved for certain classes of homogeneous kernels K (x, y)
using fixed point methods. These solutions might have a finite monomer density
(that is, fooo xf (x,1)dx < oo)asin [18,21], or infinite monomer density (that is,
f0°° xf (x,t)dx = o0) asin [3,4,34,35]. Similar strategies can be applied to other
kinetic equations [25,26,33].

Problems like (1.2), (1.3) with nonzero injection terms s, 17 (x) have been much
less studied both in the physical and mathematical literature. In [10] it has been
observed using a combination of asymptotic analysis arguments and numerical
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simulations that solutions of (1.2), (1.3) with a finite monomer density behave
in self-similar form for long times and for a class of homogeneous coagulation
kernels, even considering source terms which depend on time following a power
law ¢“. Coagulation equations with sources have also been considered in [31]
using Renormalization Group methods and leading to predictions of analogous
self-similar behaviour. For what concerns the rigorous mathematical literature, in
[12], the existence of stationary solutions has been obtained in the case of bounded
kernels. Well-posedness of the time-dependent problem for a class of homogeneous
coagulation kernels with homogeneity y € [0, 2] has been proven in [17]. For the
constant kernel, the stability of the corresponding solutions has been proven using
Laplace transform methods (cf. [12]). Convergence to equilibrium for a class of
coagulation equations containing also growth terms as well as sources has been
studied in [23,24]. Analogous stability results for coagulation equations with the
form of (1.1) but containing an additional removal term on the right-hand side with
the form —ryny, ro > 0 have been obtained in [28].

In this paper we study the stationary solutions of (1.2), (1.3) for coagulation
kernels satisfying

cw(x, NEK @, Scaw,y),  wlx,y)=x’Ty™ 4yt (1.5)

for some ¢y, ¢ > 0 and for all x, y. The weight function w depends on two real
parameters: the homogeneity parameter y and the “off-diagonal rate” parameter A.
The parameter y yields the behaviour of kernel K under the scaling of the particle
size while the parameter A measures how relevant the coagulation events between
particles of different sizes are. However, let us stress that we do not assume the
kernel K itself to be homogeneous, even though the weight functions are.

The main result of this paper is the following: given 1 compactly supported
there exists at least one nontrivial stationary solution to the problem (1.3) if and
only if |y + 21| < 1. In particular, if |y + 2A| > 1 no such stationary solutions
can exist. Note that the parameters y and A are arbitrary real numbers and they
may be negative or greater than one here. Therefore, these results do not depend on
having global well-posedness of mass-preserving solutions for the time-dependent
problem (1.3). In particular, our theorems cover ranges of parameters for which the
solutions to the time-dependent problem (1.3) can exhibit gelation in finite or zero
time. A detailed description of the current state of the art concerning wellposedness
and gelation results can be found in [1]. At a first glance, the fact that the existence
of stationary solutions of (1.3) does not depend on having or not solutions for
the time dependent problem might appear surprising. However, the reason for this
becomes clearer if we notice that the homogeneity of the kernel is one of the main
factors determining the wellposedness of the time dependent problem (1.3). On
the other hand, the homogeneity of the kernel K is not an essential property of
the stationary solution problem as it can be seen (cf. [11]) noticing that if f is
a stationary solution of (1.3), then x? f (x) is a stationary solution of (1.3) with

kernel % and the same source 7. This new kernel satisfies (1.5) with y and A

replaced by (y — 20) and A + 6 respectively. In particular, we can so obtain kernels
with arbitrary homogeneity and having basically the same steady states, up to the
product by a power law.
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We also prove in this paper the analog of these existence and non-existence
results for the discrete coagulation equation (1.2). Moreover, we derive upper and
lower estimates, as well as regularity results, for the stationary solutions to (1.2),
(1.3) for the range of parameters for which these solutions exist, thatis [y +21| < 1.
Finally, we also describe the asymptotics for large cluster sizes of these stationary
solutions.

1.1. On the Choice of Coagulation and Fragmentation Rate Functions

Although we do not keep track of any spatial structure, the coagulation rates
K g do depend on the specific mechanism which is responsible for the aggregation
of the clusters. These coefficients need to be computed for example using kinetic
theory and the result will depend on what is assumed about the particle sizes and
the processes yielding the motion of the clusters.

For instance, in the case of electrically neutral particles with a size much smaller
than the mean free path between two collisions between clusters, the coagulation
kernel is (cf. [22])

3 § 1 1 \? 2
Kop = (—) W(— + —) (V@i +ves) . a6

%4 m(a) m(B)

where V(o) and m(«) are respectively the volume and the mass of the cluster
characterized by the composition «. We denote as kp the Boltzmann constant, as
T the absolute temperature, and if 72 is the mass of one monomer, we have above
m(«) = mia. In the derivation, one also assumes a spherical shape of the clusters.
If the particles are distributed inside the sphere with a uniform mass density p,
assumed to be independent of the cluster size, we also have V () = "%a. Changing
the time-scale we can set all the physical constants to one. Finally, it is possible to
define a continuum function K (x, y) by setting @ = x, 8 = y in the above formula.
We call this function the free molecular coagulation kernel, given explicitly by

K(x,y) = (x5 +y3) (x~"! +y_l)%. (1.7)

Itis now straightforward to check that with the parameter choice y = %, A= % there
are ¢y, co > 0 such that (1.5) holds for all x, y > 0. Since here y + 2A = % > 1,
the free molecular kernel belongs to the second category which has no stationary
state.

Another often encountered example is diffusion limited aggregation which was
studied already in the original work by Smoluchowski [40]. Suppose that there is a
background of non-aggregating neutral particles producing cluster paths resembling
Brownian motion between their collisions. Then one arrives at the coagulation

kernel
2kpT 1 1 1 1
Ky g = V)s +V(B)3), 1.8
=3, <V(a)é+V(,s)é)( @5 +V$)?) (1.8)

where ;1 > 0 is the viscosity of the gas in which the clusters move.
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As before, we then set V («) = “La and define a continuum function K (x, y)
by setting « = x, 8 = y on the right hand side of (1.8). The constants may then
be collected together and after rescaling time one may use the following kernel
function

K(x,y) = (x‘% +y‘%) (x% + y%) , (1.9)

which we call here diffusive coagulation kernel or Brownian kernel. In this case, for
the parameter choice y = 0, A = % there are ¢, ¢ > O such that forall x, y > 0
(1.5) holds. Since here we have that 0 < y + 2A = % < 1, the diffusive kernel
belongs to the first category which will have some stationary solutions.

Several other coagulation kernels can be found in the physical and chemical
literature. For instance, the derivation of the free molecular kernel (1.6) and the
Brownian kernel (1.8) is discussed in [22]. The derivation of coagulation describ-
ing the aggregation between charged and neutral particles can be found in [41].
Applications of these three kernels to specific problems in chemistry can be found
for instance in [36].

Concerning the fragmentation coefficients I'y g, it is commonly assumed in the
physics and chemistry literature that these coefficients are related to the coagulation
coefficients by means of the following detailed balance condition (cf. for instance
[36])

(1.10)

P, AG — AG — AG
Fa+ﬁ,ﬁ _ ref eXp( ref,a+p ref,a ref,ﬂ) Ka.ﬁs

kpT kpT

where AGpetq is the Gibbs energy of formation of the cluster o and Prer is the
reference pressure at which these energies of formation are calculated. Since we
assume the coagulation kernel to be symmetric, Ky g = Kpg o, the fragmentation
coefficients then satisfy a symmetry requirement 'y 1 g« = o4, forall o, 8 €
N,

In the processes of particle aggregation, usually the formation of larger particles
is energetically favourable, which means that

AGref,oH—ﬁ < AGref,ot + AGref,ﬁ .
Under this assumption, it follows from (1.10) that
FaJr,B,ﬂ < Kot,ﬁ s

and then we might expect to approximate the solutions of (1.1) by means of the
solutions of (1.2). The description of the precise conditions on the Gibbs free energy
AGef,o Which would allow to make this approximation rigorous is an interesting
mathematical problem that we do not address in the present paper. Therefore, we
restrict our analysis here to the coagulation equations (1.2) and (1.3).
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1.2. Notations and Plan of the Paper

Let I be any interval such that / C R4 = [0, 0o). We reserve the notation R,
for the case I = (0, co). We will denote by C. (/) the space of compactly supported
continuous functions on I and by C(I) the space of functions that are continuous
and bounded on 7. Unless mentioned otherwise, we endow both spaces with the
standard supremum norm. Then Cp, (1) is a Banach space and C,(7) is its subspace.
We denote the completion of C.(/) in Cp (1) by Co(/) which naturally results in
a Banach space. For example, then Co(R) is the space of continuous functions
vanishing at infinity and Co(/) = C.(I) = Cp(I) if I is a finite, closed interval.

Moreover, we denote by .Z (I) the space of nonnegative Radon measures on
I. Since [ is locally compact, .# (I) can be identified with the space of positive
linear functionals on C.(/) via Riesz—Markov—Kakutani theorem. For measures
w € A(I), we denote its total variation norm by ||| and recall that since the
measure is positive, we have ||| = w (7). Unless I is a closed finite interval, not all
of these measures need to be bounded. The collection of bounded, positive measures
isdenoted by Z; p(I) := {p € A (I)| n(I) < oo} and we denote the collection
of bounded complex Radon measures by .#},(1). We recall that the total variation
indeed defines a norm in .#(/), and this space is a Banach space which can be
identified with the dual space Co(/)* = C.(I)*. In addition, .#, ,(I) is a norm-
closed subset of .#, (1). Alternatively, we can endow both .#}, (1) and .Z. ,(I) with
the x—weak topology which is generated by the functionals (¢, u) = f 1 p(x)pu(dx)
with ¢ € C.(1).

We will use indistinctly 7 (x)dx and 7(dx) to denote elements of these measure
spaces. The notation 1 (dx) will be preferred when performing integrations or when
we want to emphasize that the measure might not be absolutely continuous with
respect to the Lebesgue measure.

For the sake of notational simplicity, in some of the proofs we will resort to a
generic constant C which may change from line to line.

The paper is structured as follows: in Section 2 we discuss the types of so-
lutions considered here and we state the main results. In Section 3 we prove the
existence of steady states for the coagulation equation with source in the continuum
case (1.3) assuming |y + 2A| < 1. We prove the complementary nonexistence of
stationary solutions to (1.3) for |y 4+ 24|=1 in Section 4. The analogous existence
and nonexistence results for the discrete model (1.2) are collected into Section 5. In
Section 6 we derive several further estimates for the solutions of both continuous
and discrete models, including also estimates for moments of the solutions. These
estimates imply in particular that the only relevant collisions are those between
particles of comparable sizes. Finally, in Section 7 we prove that the stationary so-
lutions of the discrete model (1.2) behave as the solutions of the continuous model
(1.3) for large cluster sizes.
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2. Setting and Main Results

2.1. Different Types of Stationary Solutions for Coagulation Equations

The stationary solutions to the discrete equation (1.2) satisfy

1
0= EZK"‘—ﬁvﬂn“—ﬂnﬂ_n“ZK“ﬁ”ﬂ + Sq, 2.1)
B<a p>0

where o € N and s, is supported on a finite set of integers. Analogously, in the
continuous case, the stationary solutions to (1.3) satisfy

X o

0=3 [ K-y sa-nrod- [ K@ oo,

‘ ‘ (2.2)
where the source term 7 (x) is compactly supported in [1, 00). Although we write
the equation using a notation where f and n are given as functions, the equation
can be extended in a natural manner to allow for measures. The details of the
construction are discussed in Section 3 and the explicit weak formulation may be
found in (2.15).

We remark that equation (2.1) can be written as

Jo (1) — Juei (1) = asq,  fora>1, 2.3)

where we define Jy(n) = 0 and, for « =1, we set

Ju)=Y"" > K(B,y)Bngny.

B=1y=a—p+1

Notice that we will use indistintly the notation Kg ,, or K (8, v). On the other hand,
for sufficiently regular functions f equation (2.2) can similarly be written as

J (x; f) =xn(x), (2.4
where

J (x5 f) :/o dy/ dzK (y, 2)yf (») f (). 2.5)

This implies that the fluxes Jy (n) and J (x; f) are constant for & and x sufficiently
large due to the fact that s is supported in a finite set and 5 is compactly supported,
and we prove in Lemma 2.8 that this property continues to hold even when f is a
measure. If s, or n(x) decay sufficiently fast for large values of « or x then J, (1)
or J(x; f) converges to a positive constant as ¢ or x tend to infinity.

Given that other concepts of stationary solutions are found in the physics liter-
ature, we will call the solutions of (2.1) and (2.2) stationary injection solutions. In
this paper we will be mainly concerned with these solutions. The physical meaning
of these solutions, when they exist, is that it is possible to transport monomers
towards large clusters at the same rate at which the monomers are added into the
system.
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For comparison, let us also discuss briefly other concepts of stationary solutions
and the relation with the stationary injection solutions. One case often considered
in the physics literature are constant flux solutions (cf. [42]). These are solutions
of (2.2) with n = 0 satisfying

J(x; f)=Jy, forx >0, (2.6)

where Jo € Ry and J(x; f) is defined in (2.5). Explicit stationary solutions for
coagulation equations have been obtained and discussed in [13—15,38,39]. In these
papers the collision kernel K under consideration is not homogeneous. In the case
of homogeneous kernels K there is an explicit method to obtain power solutions
of (2.2) by means of some transformations of the domain of integration that were
introduced by Zakharov in order to study the solutions of the Weak Turbulence
kinetic equations (cf. [45,46]). Zakharov’s method has been applied to coagulation
equations in [7].

Alternatively, we can obtain power law solutions of (2.6) using the homogeneity
y of the kernel (cf. (1.4)). Indeed, suppose that f (x) = ¢, (x)~ for some ¢
positive and « € R. Using the homogeneity of the kernel K we obtain

J(x; f) = G (@) (c5)* (x)>T7 2

under the assumption that

1 00
G () 2/ dy/ dzK (v.2) ()7 @)™ < o0. (2.7)
0 1—y
Using (2.6), we then obtain « = (3 + y)/2 and ¢; = GJ(%). Therefore, (2.7)

holds if and only if |y +2A| < 1. Notice that (2.7) yields a necessary and sufficient
condition to have a power law solution of (2.6). However, one should not assume
that all solutions of (2.6) are given by a power law; indeed, we have preliminary
evidence that there exist smooth homogeneous kernels satisfying (1.5) for which
there are non- power law solutions to (2.6).

Finally, let us mention one more type of solutions associated with the discrete
coagulation equation (2.1) that have some physical interest. This is the boundary
value problem in which the concentration of monomers is given and the coagulation
equation (2.1) is satisfied for clusters containing two or more monomers («=2).
The problem then becomes

1
0= 2 Z Ko—p pla—png — na Z Ko png, foraz2
B<a p>0

nip =ci, (2.8)

where ¢ > 0 is given.
Notice that if we can solve the injection problem (2.1) for some source s =
5184,1 with s; > 0, then we can solve the boundary value problem (2.8) for any
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c1 > 0. Indeed, let us denote by N, (s1), @ € N, the solution to (2.1) with source
s = §18¢,1. Then equation (2.1) for @ = 1 reduces to

Ni(s1) ZKlﬁNﬁ(Sl) =]
B>0

This implies that 0 < Nj(s1) < oo. Then the solution to (2.8) is given by

Ny (s1)
cl——.
Ni(s1)

Ng =

Moreover, if we can solve (2.1) for some s; > 0, then we can solve (2.1) for
arbitrary values of s due to the fact that if n is a solution of (2.1) with source s
then for any A > 0, /An solves (2.1) with source An.

In this paper we will consider the problems (2.1) and (2.2) in Sections 2 to 6.
In Section 7 we prove that a rescaled version of the solutions to (2.1) and (2.2)
behaves for large cluster sizes as a solution to (2.6). We will not discuss solutions
to (2.8) in this paper.

In this paper we will study the solutions of (2.1), (2.2) for kernels K (x, y)
which behave for large clusters as x?t*y=* 4 y¥+*x~* for suitable coefficients
y, A~ € R in the case of the equation (2.2) as well as their discrete counterpart in
the case of (2.1). (See next Subsection for the precise assumptions on the kernels,
in particular (2.11), (2.12).) The main result that we prove in this paper is that the
equations (2.1), (2.2) with nonvanishing source terms sy, 1, respectively, have a
solution if |y + 21| < 1 and they do not have solutions at all if |y + 2A| =1. The
heuristic idea behind this result is easy to grasp. We will describe it in the case of
the equation (2.2), since the main ideas are similar for (2.1).

The equation (2.2) can be reformulated as (2.4), (2.5). Since n is compactly
supported we obtain that J (x; f) is a constant Jyo > O for x sufficiently large.
The homogeneity of the kernel K (x, y) = x¥*y=* 4 y¥+*x~* suggests that the
solutions of the equation J (x; f) = Jy should behave as f (x) = Cx_yTH for
large x, with C > 0. Actually this statement holds in a suitable sense that will
be made precise later. However, this asymptotic behaviour for f (x) cannot take
place if |y + 21| 21 because the integral in (2.5) would be divergent. Therefore,
solutions to (2.2) can only exist for |y + 21| < 1.

2.2. Definition of Solution and Main Results

We restrict our analysis to the kernels satisfying (1.5), or at least one of the
inequalities there. To account for all the relevant cases, let us summarize the as-
sumptions on the kernel slightly differently here. We always assume that

K :R, xR, — Ry, K iscontinuous, 2.9)

and for all x, y,
K(x, )20, K@x,y)=K(,x). (2.10)
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We also only consider kernels for which one may find y, A € R such that at least
one of the following holds: there is ¢; > 0 such that for all (x, y) € Ri,

K (x,y) Zer (¢ Fy~h 4y @.11)
and/or there is ¢; > 0 such that for all (x, y) € Rﬁ
K (x,y) Scp (xVThy ™" 4 y7Hhx=4) | (2.12)

The class of kernels satisfying all of the above assumptions includes many of
the most commonly encountered coagulation kernels. It includes in particular the
Smoluchowski (or Brownian) kernel (cf. (1.9)) and the free molecular kernel (cf.

(1.7)).

The source rate is assumed to be given by n € .#4 (R,) and to satisfy
supp (n) C [1, L,,] for some L,2>1. (2.13)

Note that then we always have n (R,) < oo, that is, the measure 7 is bounded.
We study the existence of stationary injection solutions to equation (1.3) in the
following precise sense:

Definition 2.1. Assume that K : R2 — R, is a continuous function satisfying
(2.10) and the upper bound (2.12). Assume further that n € .#Z, (R,) satisfies
(2.13). We will say that f € .Z4 (R,), satistying f ((0, 1)) = 0 and

/xV+Af(dx)+/ x 7 f (dx) < 00, (2.14)
R, Ry

is a stationary injection solution of (1.3) if the following identity holds for any test
function ¢ € C.(R,):

1
5/ / K)o (4 y) — o) — o ] £ () £ (dy)
R, JR,
+/R ¢ (x)n(dx) =0. (2.15)

Remark 2.2. Definition 2.1, or a discrete version of it, will be used throughout
most of the paper (cf. Sections 2 to 6). In Section 7, we will use a more general
notion of a stationary injection solution to (1.3), considering source terms 1 which
satisfy suppn C [a, b] for some given constants a and b such that 0 < a < b.
Then we require that f € .4 (Ry) and f((0, a)) = 0, in addition to (2.14). Note
that for such measures we have fR* f(dx) = f[ 4.00) f(dx). The generalized case
is straightforwardly reduced to the above setup by rescaling space via the change
of variables x’ = x/a.

The condition f ((0, 1)) = 0 is a natural requirement for stationary solutions
of the coagulation equation, given that n ((0, 1)) = 0. As we show next, the sec-
ond integrability condition (2.14) is the minimal one needed to have well defined
integrals in the coagulation operator.
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First, note that all the integrals appearing in (2.15) are well defined for any
¢ € C. (Ry) with suppp C (0, L], because we can then restrict the domain of
integration to the set {(x, y) € [1, L] x [1, c0)} in the term containing ¢ (x), and
to the set {(x, y) €11, L]z} in the term containing ¢ (x + y). In addition, (2.12)

implies that K (x, y) §C~'L[yy+)“ + y_)‘] for (x,y) € [1, L] x [1, 00). Therefore,
2
| [ kemwarniranranse (/ f(dx)) ,
xRy [1,L]

/fK(x,y)lw(x)lf(dx)f(dy)
Ry JRy

<C (/ YR f(dy) + / y‘mdy)) f f(dx) ,
Ry Ry [1,L]

where C depends on ¢, y, and A. Then, the assumption (2.14) in the Definition
2.1 implies that all the integrals appearing in (2.15) are convergent.
We now state the main results of this paper.

Theorem 2.3. Assume that K satisfies (2.9)— (2.12) and |y + 21| < 1. Letn # 0
satisfy (2.13). Then, there exists a stationary injection solution f € My (Ry),
f #0, to (1.3) in the sense of Definition 2.1.

Theorem 2.4. Suppose that K (x, y) satisfies (2.9)—(2.12) as well as |y +21|=1.
Let us assume also that n # 0 satisfies (2.13). Then, there is no solution of (1.3)
in the sense of Definition 2.1.

Remark 2.5. Notice that the free molecular kernel defined as in (1.7) satisfies
(2.10)~(2.12) with y = %, A = L. Then, since y + 21 > 1, we are in the
Hypothesis of Theorem 2.4 which implies that there are no solutions of (1.3) in
the sense of the Definition 2.1 for the kernel (1.7) and some n # 0. On the other
hand, in the case of the Brownian kernel defined in (1.9) with y = 0 and A = %
the assumptions of Theorem 2.3 hold and nontrivial stationary injection solutions

in the sense of Definition 2.1 exist for each n satisfying (2.13).

Remark 2.6. We observe that if n = 0, there is a trivial stationary solution to (1.3)
given by f = 0. On the other hand, if n # 0, then f = 0 cannot be a solution.

Remark 2.7. Assumption (2.13) is motivated by specific problems in chemistry
[36] which have a source of monomers s, = 5,1 only. However, in all the results
of this paper this assumption could be replaced by the most general condition

supp () C [1, 00), / xn (dx) < oo (2.16)
[1.00)

and in the discrete case, the analogous condition (5.2) could be replaced by

Y oo asq < o0o.Indeed, it is easily seen that the only property of the source term 7

that is used in the arguments of the proofs, both in the existence and non-existence

results, is that:

i§/ xn (dx) <J , where / xn (dx) = J € (0, o0) 2.17)
27 )L, [1,00)
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for some L, sufficiently large, or an analogous condition in the discrete case, which
follows immediately from (2.16). Moreover, it seems feasible to extend the support
of n to all positive real numbers R, by assuming suitable smallness conditions for
f and 5 near the origin (for instance in the form of a bounded moment) in order
to avoid fluxes of volume of particles coming from x = 0. This would lead us to
consider issues different from the main ones considered in this paper, therefore we
decided to not further consider this case here.

The flux of mass from small to large particles at the stationary state is computed
in the next lemma for the above measure-valued solutions. In comparison to (2.5),
then one needs to refine the definition by using a right-closed interval for the first
integration and an open interval for the second integration, as stated in (2.18) below.

Lemma 2.8. Suppose that the assumptions of Theorem 2.3 hold. Let f be a sta-
tionary injection solution in the sense of Definition 2.1. Then f satisfies for any
R>0

f / K (e y)xf () f(dy) = / . (218)
(0,R] J(R—x,00) (0,R]

Remark 2.9. Note that if R=L,, the right-hand side of (2.18) is always equal to
J = f[l L] xn(dx) > 0. Therefore, the flux is constant in regions involving only

large cluster sizes.

Proof. If R < 1, both sides of (2.18) are zero, and the equality holds. Consider
then some R > 1 and for all ¢ with 0 < & < R choose some x, € C°(R,) such
that 0 < x. < 1, x.(x) = 1,for 1 < x<R, and x.(x) = 0, for x=R + ¢. Then
for each ¢ we may define ¢(x) = xx.(x) and thus obtain a valid test function
¢ € C.(R,). Since then (2.15) holds, we find that for all &

1
5/ / K, ) [(x + ) xe(x +y) —xxe(x) — yxe (W] f (dx) f(dy)
+/ xxe(x)n(dx) =0. (2.19)
Ry

The first term can be rewritten as follows:

1
3 /[ K (x, y) [(x + ) xe(x +y) — xxe(x) — yxe (V)] f (dx) f (dy)
{(e,»)|x+y>R}

1

2 //{<x,y>|x+y>R, x<R, y<R)

1

+ - // K@, y)[(x+)xe(x +y) —xxe(x) — yl f(dx) f(dy)
2 J i@ plx>R, y<R)

K@, »[Ix+yxs(x+y)—x—y]f(dx) f(dy)

1

+ = /f K (x, ) [(x + ) xe(x +y) —x —yxe ()] f (dx) f (dy)
2 JJj@ply>R. x<R)

1

+ > /[ K (x,y) [=xxe(x) — yxe(M] f (dx) £ (dy).
{(x,»)|y>R, x>R}
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We readily see that the terms involving x. on the right hand side tend to zero as
¢ tends to zero due to the fact that for Radon measures u the integrals f[ a—e.a) du

and f (@.a+e] du converge to 0 as € tends to zero. Then we obtain from (2.19) that

f f K (. y) (c+ ) f @) f dy)

{(x,»)|x+y>R, x<R, y<R}

1
L1 /f K (x.y) yf (dx) £ (dy)

| =

2
{(x.)|x>R, y<R}

1
+s /f K(x,y)xf(dx)f(dy)=/ n(dx).
(0,R]

{,»Iy>R, xZR)

Rearranging the terms we obtain

1

: / / K (x, y) xf (dx) £ (dy)

{(x,y)lx+y>R, x<R}

1
s // K (x.y) yf (@) f (dy)

{(x,y)|x+y>R, y<R}

= f xn(dx),
(0.R]

which implies (2.18) using a symmetrization argument. |

The following Lemma will be used several times throughout the paper to con-
vert bounds for certain “running averages” into uniform bounds of integrals. The
function ¢ below is included mainly for later convenience.

Lemma 2.10. Suppose a > 0 and b € (0, 1), and assume that R € (0, oo] is such
that R > a. Consider some f € M (Ry) and ¢ € C(Ry), with ¢ > 0.

1. Suppose R < oo, and assume that there is g € L'([a, R]) such that g > 0 and
1
—/ @(x) f(dx)=g(z), forz € la,R]. (2.20)
< Jlbz,z]

Then

2 r18(2)dz
f[’fl]n—b' + Rg(R). 2.21)

2. Consider somer € (0, 1), and assume thata/r < R < oo. Suppose that (2.20)
holds for g(z) = coz?, withq € R and co > 0. Then there is a constant C > 0,
which depends only on r, b and q, such that

/ x) f(dx)=
[a,R]

/ () f(dr)<Cey / s 222)
[a,R] [a,R]



824 M. A. FERREIRA ET AL.
3. If R =00 and there is g € L ([a, 00)) such that g > 0and

%f @(x) f(dx)=g(z), forz>a, (2.23)
[bz,z]

then
Jia.00) 82z

2.24
[Inb | ( )

f[ )<p(x)f(dx)§

Proof. We first prove the general case in item 1. Assume thus that R < oo and that
g > 0 is such that (2.20) holds. We recall that then 0 < a < R.If a > bR, we can
estimate

/ 0(0) f(d0)< / 0(¥) f(d)<Rg(R) .
la,R] [bR,R]

using the assumption (2.20) with z = R. Thus (2.21) holds in this case since g > 0.
Otherwise, we have 0 < a < bR. By assumption, the constant C; :=
f[a. R g(z)dz=0 is finite. Integrating (2.20) over z from a to R, we obtain

1
/ / —@(x) f(dx)dz=C; .
[a,R] J[bz,z]

The iterated integral satisfies the assumptions of Fubini’s theorem, and thus it can
be written as an integral over the set

{(z,x) |a=z=R, bz=xZz}

1
= {(z,x) | ba=x=R, max{a, x}=z= min{gx, R}}
1
D {(z,x) | a<x<bhR, x§z§5x}.

Therefore, after using Fubini’s theorem to obtain an integral where z-integration
comes first, we find that

1
/ / —p(x) f(dx)dz = Cy.
[a,bR] J[x,x/b] %

The integral over z yields In(x/(bx)) = |Inb]|, and thus f[a,bR] o(x) f(dx)
< Cy/|Inb|. To get an estimate for the integral over [bR, R], we use (2.20) for
z = R. Hence, (2.21) follows also in this case which completes the proof of the
first item.

For item 2, let us assume that 0 < r < 1, a < rR < 00, and that (2.20) holds
for g(z) = cpz?, with ¢ € R and ¢y > 0. Since then g € Ll([a, R])and g > O,
we can conclude from the first item that that (2.21) holds. Thus we only need find
a suitable bound for the second term therein, for Rg(R) = coR?*!. By changing
the integration variable from z to y = z/R, we find

/ z9dz = RIT! / yldy > Rq‘H/ yldy.
[a,R] la/R.1] [r.1]



Stationary Non-equilibrium Solutions... 825

Here, C' := f[r 1 y4dy satisfies 0 < C’ < oo for any choice of ¢ € R. Therefore,

we can now conclude that (2.22) holds for C = [Inb|~! 4 1/C’ which depends
only on g, b, and r.

For item 3, let us suppose that R = oo and g € L([a, 00)) is such that g>0
and (2.23) holds. Then for all intergers n > a we necessarily have inf >, (xg(x)) =
0 since otherwise g is not integrable. Therefore, there is R, — oo such that
lim,— 0 Ryg(R,) = 0. We apply item 1 with R = R,, and taking n — o0
proves that (2.24) holds. This completes the proof of the Lemma. O

3. Existence Results: Continuous Model

Our first goal is to prove the existence of a stationary injection solution (cf. The-
orem 2.3) under the assumption |y 4+ 2A| < 1. This will be accomplished in three
steps: We first prove in Proposition 3.6 existence and uniqueness of time-dependent
solutions for a particular class of compactly supported continuous kernels. Consid-
ering these solutions at large times allows us to prove in Proposition 3.10 existence
of stationary injection solutions for this class of kernels using a fixed point argu-
ment. We then extend the existence result to general unbounded kernels supported
in Ri and satisfying (2.10)— (2.12) with |y + 2| < 1.

Compactly supported continuous kernels are automatically bounded from above
but, for the first two results, we will also assume that the kernel has a uniform lower
bound on the support of the source. To pass to the limit including the more general
kernel functions, it will be necessary to control the dependence of the solutions on
both of the bounds and on the size of support of the kernel. To fix the notations, let
us first choose an upper bound L,, for the support of the source, that is, a constant
satisfying (2.13). In the first two Propositions, we will consider kernel functions
which are continuous, non-negative, have a compact support, and for which we may
find R«2L, and ay, a» such that 0 < a; < ap and K (x, y) € [a1, a2], for (x, y) €
[1,2R.]%. This allows us to prove first that the time-evolution is well-defined,
Proposition 3.6, and then in Proposition 3.10 the existence of stationary injection
solutions for this class of kernels using a fixed point argument. The proofs include
sufficient control of the dependence of the solutions on the cut-off parameters to
remove the restrictions and obtain the result in Theorem 2.3.

In fact, not only we regularize the kernel, but we also introduce a cut-off for the
coagulation gain term. This will guarantee that the equation is well-posed and has
solutions whose support never extends beyond the interval [1, 2R,]. To this end,
let us choose ¢g, € C (Ry) such that 0 < ¢g, < 1, {g, (x) = 1 for 0Sx=R,, and

R, (x) = 0 for x=2R,.. We then regularize the time evolution equation (1.3) as

0 f(x,1) = “%x) K@y =y 0 £y
- / K (e y) £ 0)f (v, Dy + 1(x) - 3.1

*

As we show later, this will result in a well-posedness theory such that any solution
of (3.1) has the following property: f (-, t) is supported on the interval [1, 2R,] for
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each 1 =0. Let us also point out that since we are interested in solutions f such that
£ (0, 1), t) = 0, the above integral f(Oxl (---) canbe replaced by [;; . (---)if
x=1.

Assumption 3.1. Consider a fixed source term n € .Z+ (R,) and assume that
L, > 1 satisfies (2.13). Suppose Ry, ai, az, and T are constants for which R, >
L,;,0 < a; < az,and T > 0. Suppose K : Rz — R, is a continuous, non-
negative, symmetric function such that K (x, y) < ap for all x, y, and we also have
K (x,y) € [a1, as] for (x, y) € [1,2R,]?, and K (x, y) = 0, if x=>4R,, or y=>4R,.
Moreover, we assume that there is given a function g, such that g, € C (Ry),
0<¢g, <1,¢r, (x) = 1for 0Sx=ZR,, and ¢g, (x) = 0 for x=2R,.

We will now study measure-valued solutions of the regularized problem (3.1)
in an integrated form. To this end, we use a fairly strong notion of continuous
differentiability although uniqueness of the regularized problem might hold in a
larger class. However, since we cannot prove uniqueness after the regularization
has been removed, it is not a central issue here.

Definition 3.2. Suppose Y is a normed space, S C Y, and T > 0. We use the
notation C'! ([0, T1, S; Y) for the collection of maps f : [0, T] — S such that f is
continuous and there is f € C([0, T], Y) for which the Fréchet derivative of f at
any ¢t € (0, T) is given by f(t).

We also drop the normed space Y from the notation if it is obvious from the
context, in particular, if § = .#4 () and Y = Co(I)* or Y = S.

Clearly, if f € C 1 ([0, T], S; Y), the function f above is unique and it can be found
by requiring that for all # € (0, T')

o @ +e) = ) - ef®lly
m

e—0 le]

=0,

and then taking the left and right limits to obtain the values f (0) and f (T). What is
sometimes relaxed in similar notations is the existence of the left and right limits.

Definition 3.3. Suppose that Assumption 3.1 holds. Consider some initial data fy €
M+ (Ry) for which fy ((0, 1) U (2R, 00)) = 0. Then fo € 4+ p(R,).

We will say that f € clqo, 11, M+ p(Ry)) satisfying f(-,0) = fo () isa
time-dependent solution of (3.1) if the following identity holds for any test function
e Cl(0,T],C. (Ry)andall0 <1 < T,

d
d_/ w(x,t)f(dx,t)—/ @ (x, 1) f(dx, 1)
t Jr, R,

1
:E//RK<x,y>[w<x+y,r>cR*(x+y>—go(x,n—go(y,t)]
fdx,0) f(dy,1)

—l—A @ (x,t)n(dx). (3.2)



Stationary Non-equilibrium Solutions... 827

Remark 3.4. Note that for any such solution f, automatically by continuity and
compactness of [0, 7] one has

sup ( f(dx,t)) < 00, 3.3)
R*

tel0,T]

since || f|| = f(R,). Let us also point out that whenever ¢ € C!([0, T, C. (R,))
and f € C'([0, T, M+ p(Ry)), the map ¢ +— fR* ¢ (x,1) f (dx, t) indeed be-
longs to C' ([0, T], R,). Thus the derivative on the left hand side of (3.2) is defined
in the usual sense and, in fact, it is equal to fR* @ (x,1) f (dx, 1). In addition, there
is sufficient regularity that after integrating (3.2) over the interval [0, 7] we obtain

/R o (v, 1) f (dr, r)—/ ¢ (x,0) fo (dx)

/ds/ ¢ (x,s) f(dx,s)

+§/0 dS/ /R K@, »[e&x+y. 98k x+y) —0@x.5)—¢(.9)]
S (dx,s) f(dy,s)
t
+/ ds/ o (x,s)n(dx). (3.4
0 R,

We can define also weak stationary solutions of (3.1). It is straightforward to
check that if F(dx) is a stationary solution, then f(dx,t) = F(dx) is a solution to
(3.4) with initial condition fy(dx) = F(dx).

Definition 3.5. Suppose that Assumption 3.1 holds. We will say that f € .Z (R,),
satisfying f((0, 1) U (2R, 00)) = 0 1is a stationary injection solution of (3.1) if the
following identity holds for any test function ¢ € C, (R,):

1
:Ev/R /R K(x,y)[fﬂ(x—i-y)CR*(x+y)_¢(x)_(p(y)]f(dx)f(dy)

+ [ pwman. (3.5)

Proposition 3.6. Suppose that Assumption 3.1 holds. Then, for any initial condition
fo satisfying fo € #+(Ry), fo (0, 1)U (2R, 00)) = 0 there exists a unique
time-dependent solution f € cl(o, 11, M+ p(Ry)) to (3.1) which solves it in the
classical sense. Moreover, we have

F((0,1)UQ2R,,00),1) =0, for0<t<T, (3.6)

and the estimate
/ f(dx,t)§/ foldx) +Ct, 0Zt<T (3.7)
R, Ry

holds for C = fR* n(dx) > 0, which is independent of fo, t, and T.
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Remark 3.7. We remark that the lower estimate K (x, y)=a; > 0 will not be used
in the proof of Proposition 3.6. However, this assumption will be used later in the
proof of the existence of stationary injection solutions.

Proof. In this proof we skip some standard computations which may be found in
[43, Section 5]. We define 2%, = {f € 4L (Ry) : f ((0, 1) U (2R,, 00)) = 0}.
Since [1, 2R,] is compact, for any f € Zk, we have f(R4) < oo, and thus
R, C M+ p(Ry). For f € My p(Ry), we clearly have f € 2, if and only
if f(p(x)f(dx) = 0 for all ¢ € Cy(R) whose support lies in (0, 1) U (2R, 00).
Therefore, 2%, is a closed subset both in the x—weak and norm topology of
Co(R)* = Ap(Ry).

For the rest of this proof, we endow 2%, with the norm topology which
makes it into a complete metric space. We look for solutions f in the subset
X = C(0,T], Zg,) of the Banach space C ([0, T], #»(Ry)). The space X
is endowed with the norm

Iflly = sup [If GOl .

0<St<T

By the uniform limit theorem, also X is then a complete metric space.
We now reformulate (3.1) as the following integral equation acting on Zx, : we
define for0 <t < T,x € Ry, and f € X first a function

atfien = [ K@y fnn, (338)
and using this we obtain a measure, written for convenience using the function
notation,

t
T 1) = fo (0 halEnd 4y ) / e~ Jralfle i) g
0

¢r,(x) ! — [} alf1x.6)d ' — —
+T Oe Js A K(x y,y)f(x yas)f(y’s)dyds'
(3.9)

Notice that the definition (3.8) indeed is pointwise well defined and yields a func-
tion (x,s) — a[f](x,s) which is continuous and non-negative for any f € X.
Moreover, we claim that if f € X, then (3.9) defines a measure in .#, (R,) for
eacht € [0, T], and we have in addition .7 [ f] € X. The only non-obvious term is
the term on the right-hand side containing f(f Kx—y,y)f(&x—y,8) f(y,s)dy.
We first explain how this term defines a continuous linear functional on C, (R,).
Define g(x, s) = CR*T(X)Q_ S alA16)dE which is a jointly continuous function with
g(x,s) =0if x > 2R,. Given ¢ € C. (R,) we then set

t .
<¢,f0 g(-,s>/0 K(-—y,y>f<o—y,s>f<y,s>dyds>

t
2/0 / UR K(x’”g(”y,s)w(x+y)f(dx,s)]f(dy,s)ds. (3.10)
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Here the right-hand side of (3.10) is well defined since f (-, s) € Z%, for each
s € [0, t]. Moreover, this operator defines a continuous linear functional from
C. (Ry) to R, and thus is associated with a unique positive Radon measure. Finally,
ifo(x) =0forl <x <2R,,theng(x+y,s)p (x +y) =0forx+y < 1, which
implies that the right hand side of (3.10) is zero. Therefore, the measure belongs
to Zr, for all 7. Continuity in ¢ follows straightforwardly.

The operator .7 [-] defined in (3.9) is thus a mapping from C([0, T'], Z%,) to
C([0, T], Zg,) for each T > 0. We now claim that it is a contractive mapping
from the complete metric space

Xr={feX|If - follr <1}

to itself if 7 is sufficiently small. This follows by means of standard computations
using the assumption K (x, y) <ay,as wellas the inequality [e ™! — e™2| < |x] — x|
valid for x; 20, x,20.

Therefore, there exists a unique solution of f = .7 [ f]in X7 assuming that T
is sufficiently small. Notice that f=0 by construction.

In order to show that the obtained solution can be extended to arbitrarily long
times we first notice that if f = .7 [f], then f € clqo, 11, Z'r,) and the defini-
tion in (3.9) implies that f satisfies (3.1). Integrating this equation with respect to
the x variable, we obtain the following estimates:

at ( f(d-xvt))
]R*

1
25/ f(dy,r)/ K(x,y)f(dx,r)—/ f(dy,r)f K (x.y) f (dx. 1)
Ry Ry Ry Ry

+f n (dx)
R,

1
Z_Ef f(dy,t)/ K(x,y>f<dx,r>+f n (dx)
Ry Ry Ry
é/ n ()., (3.11)
Ry

whence (3.7) follows. We can then extend the solution to arbitrarily long times
T > 0 using standard arguments. After this, the uniqueness of the solution in
clqo, 11, A p(Ry)) follows by a standard Gronwall estimate. O

Remark 3.8. Notice that using the inequality K (x, y)=a; > 0 we can strengthen
(3.11) into the estimate

aj 2
at(f f(dx,n)g——(f f(dx,t)) +/ 0 (dx).
R, 2 \Ur, R,

Inspecting the sign of the right hand side this implies an estimate stronger than
(3.7), namely,

2 >
/ f(dx,f)imax[/ fo(dx),<—/ n(dx)) }
R, R, ar Jr,
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We now prove that solutions obtained in Proposition 3.6 are weak solutions in
the sense of Definition 3.3.

Proposition 3.9. Suppose that the assumptions in Proposition 3.6 hold. Then, the
solution f obtained is a weak solution of (3.1) in the sense of Definition 3.3.

Proof. Multiplying (3.1) by a continuous test function ¢ € C' ([0, T, C (R,))
with 7 > 0 we obtain, using the action of the convolution on a test function in
(3.10),

/ @ (x,1) f (dx, 1)
Ry

1
25/ / K (x, ) [p (x+y, )¢, (x +)
Ry /Ry
—p(x, 1) =@y, 0] f(dx,1) f(dy, 1)

As mentioned earlier, the left-hand side can be rewritten as

. d
/(p(x,t)f(dx,t)zd—/ <p(x,t)f(dx,t)—[ @ (x,1) f(dx, ).
) tJr, R,

Therefore, f satisfies (3.2) in Definition 3.3. O
We will use in the following the dynamical system notation S (¢) for the map

S@) fo=fC0), (3.13)

where f is the solution of (3.1) obtained in Proposition 3.6. Note that by uniqueness
S (¢) has the following semigroup property:

St +1n)=S()S () foreacht,h € R;. (3.14)
The operators S (¢) define a mapping
S(t): Zr, — g, foreach =0, (3.15)

where Zg, =1{f € 4+ Ry) : £ ((0, 1) U (2R, 00)) = 0}, as before.
We can now prove the following result:

Proposition 3.10. Under the assumptions of Proposition 3.6, there exists a station-
ary injection solution f € .#+(Ry) to (3.1) as defined in Definition 3.5.

Proof. We provide below a proof of the statement but skip over some standard
technical computations. Further details about these technical estimates can be found
from [43, Section 5].

We first construct an invariant region for the evolution equation (3.1). Let fj €
Zr, and set f(t) = S(t) fo. In particular, f satisfies (3.2). Let us then choose a
time-independent test function such that ¢ (x) = 1 when 1 < x<2R,. Similarly to
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(3.11) and using the fact that f (-, ¢) has support in [1, 2R,], the lower bound for
K implies an estimate

d 2

— f(dx,t)f—a—](/ f(dx,t)) + co,
dt Ji1.2r,) 2 \Unary

where ¢y = fR* n (dx). As in Remark 3.8, inspecting the sign of the right hand side

2¢o
ap’

we then find that if we choose any M= then the following set is invariant

under the time-evolution:

%Mz{fe%R*:/

f(dx)gM} . (3.16)
[1,2R,]

Moreover, %) is compact in the x—weak topology due to Banach-Alaoglu’s The-
orem (cf. [5]), since it is an intersection of a *—weak closed set 2%, and the closed
ball || fIl = M.

Consider the operator S(¢) : Zr, — 2k, defined in (3.13). We now en-
dow 2%, with the «—weak topology and prove that S(r) is continuous. Due to
Proposition 3.9 we have that f(-,1) = S(¢) fo satisfies (3.4) for any test func-
tion ¢ € C! ([0, T, Cc (Ry)), 0<t<T with T > 0 arbitrary. Let fo, fo € Zg,.
We write f(-,1) = S(t) fo and f(-,1) = S(t) fo. Using (3.4) and subtracting the
corresponding equations for f and f , wWe obtain

A%W&UU@Lﬂ—ﬂwJD—Aw@ﬁﬂh@@—ﬁ@m

t
:/o dS/R (f (dx,t) — f(dx, 1) (¢ (x,5) + 2L [¢] (x,5)), (3.17)
where

1
X[cp](x,S)=§/ K@, y[e@x+y. )R &+y)—@& ) —@(.9)]

(f @y, )+ f (@dy,s).
For the derivation of (3.17), we have used symmetry properties under the transfor-
mation x < y: clearly, K (x,y) [(p x+y,s) X{x+y<R.) x,y) —p(x,s)
—¢ (y, 5)] is then symmetric and [f (dx, s) f(dy, s)— f(dy,s) f(dx, s)] is an-
tisymmetric, and hence their product integrates to zero.

Consider then an arbitrary ¥ € C. (R,). We claim that there is a test function
@ € C'([0,1], C. (R,)) such that

@ (x,s)+ZLp]l(x,s) =0 for0<s<t, x > 1, with ¢ (-,1) =y (). (3.18)

Given such a function ¢, since f and f have no support on (0, 1), equation (3.17)
implies

A ¥ () (f (dx, 1) — f (dx, 1)) = / ¢ (x,0) (fo (dx) — fo (dx)). (3.19)

Ry
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Therefore, if such a function ¢ exists for any ¥ € C. (R.), we would find that the
estimate at time ¢, ‘fR* v (x) (f (dx, 1) — f (dx, 1))

f[])zR*] @ (x,0) (fo (dx) — fo (dx))
small. In particular, this property can be used to prove that for every f(t) = S(¢) fo
in a kx—weak open set U one can find a x—weak open neighbourhood V of fj such
that for any fo € V one has S(1) fo € U. Hence, the x—weak continuity of S (¢)
would then follow.

, will become arbitrarily small

if the estimate at time O,

, is made sufficiently

In order to conclude the proof of the continuity of S(¢) in the x— weak topology it
only remains to prove the existence of ¢ € C 110,11, C. (Ry)) satisfying (3.18) for
afixed ¥ € C. (R,). First, let us choose a € (0, 1) and b > 4R, so that the support
of ¥ is contained in Iy := [a, b]. We now construct ¢ as a solution to an evolu-
tion equation in the Banach space Y := {h € C(Ry) | h(x) =0if x < aorx > b}
which is a closed subspace of Cp(R,).

More precisely, we now look for solutions ¢ € X = C([0, 1], Y), endowed
with the weighted norm ||@[[p = Supycg, seqo, 19 (x, 5)|eMG=1 The parameter
M > 0 is chosen sufficiently large, as explained later.

Clearly, ¢ € Y. To regularize the small values of x, we choose a function
¢a € C(Ry) suchthat0 < ¢, < 1, ¢, (x) =0if x <a,and ¢p,(x) = 1ifx > 1,
and then define

Lle)(x, 5) = ¢a(x)L[p)(x,5), x>0,0<s<t.

Now, if ¢ € 5(, we have j[(p](x, s) = 0 both if x < a (due to the factor ¢,) and if
x >b,since K(x,y) =0ifx > b >4R,. In addition: the assumptions guarantee
that x —~ Z[¢](x, s) is continuous, so we find that Z[¢](x, s) € Y for any fixed
s.

We look for solutions ¢ as fixed points satisfying ¢ = o/ [¢], where

'
A el(x, s) = w(x)—i—/ Llolx,sHds’, x>0,0<s<rt.

A straightforward computation, using the uniform bounds of total variation norms
of f and f, shows that 7 is a map from X to itself. In addition, since

3a ~ ! ’ p
[/ lo11x.5) = g2l 9)] = 52 (11 + 1F1e) llpr = wzuM/ e M0’

we find that .27 is also a contraction if we fix M so that M > 3% <||f||, + ||f||,).

Thus by the Banach fixed point theorem, there is a unique ¢ € X such that ¢ =
7/ [p]. This choice satisfies (3.18), at least for x > 1, and hence completes the
proof of continuity of S(¢).
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We next prove that also ¢ +— S (¢) fp is continuous in the x—weak topology.
Lett1,t € [0, T]with ] < 1. Let ¢ € C. (Ry) . Using (3.4) we obtain:

/R @ (x) [f (dx, 12) — f (dx, 11)]
1 (o
=§f dS/ / K x, ) @@+ iR, (x+y) —¢ ) —¢ 1]
f Ry JRy

%)
f(dx,s>f(dy,s)+/ ds/R o (¥) 7 (dx) .
1 *

Thus using the bound || f||7 < oo we obtain

‘/R @ (x) [f (dx,12) — f (dx, tl)]‘ SC 1 —1) el (3.20)

where the constant C does not depend on ?1, f, or ¢. Therefore, the mapping
t — S (t) fo is continuous in the *—weak topology.

We can now conclude the proof of Proposition 3.10. As proven above, for any
fixed ¢, the operator S(t) : %y — %y is continuous and %), is convex and
compact when endowed with the x—weak topology. Using Schauder fixed point
theorem, for all § > 0, there exists a fixed point fg of S(8) in %)y. In addition,
%w is metrizable and hence sequentially compact. As shown in [18, Theorem 1.2],
these properties imply that there is f such that S(z) f f for all #. Thus f isa
stationary injection solution to (3.1). O

We now prove Theorem 2.3.

Proof of Theorem 2.3 (existence). Givenakernel K (x, y) satisfying (2.11),(2.12),
it can be rewritten as

K(x,y):(x—i—y)yCD( al ,x), (3.21)
X+y

where

C C
—1§¢’ (s, x) §—2
sP (1 —s)P sP (1 —

s)P
with p = max {A, — (y + 1)} and the constants C; > 0, C» < oo independent of
x. Notice that the dependence of the function ® on x is due to the fact that we are
not assuming the kernel K (x, y) to be an homogeneous function.

By definition of p, wehave y +2p = |y +2A| > 0, and thus always p=> — % On

, (5,x)€(0,1) xRy, (3.22)

the other hand, by assumption, |y +2A| < 1, and thus also p < I_Ty Reciprocally,
we observe that kernels with the form (3.21) satisfying (3.22) with p= — % satisfy
also (2.11), (2.12) .

We use two levels of truncations. First, given ¢ with 0 < ¢ < 1 we define

K. (x,y):min{(x—i—y)y,l}d)g( al ,x) te, (3.23)
€ xX+y
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where @, is smooth, non-negative, and bounded by s% everywhere, and satisfies

®(s,x), ifD(s,x)S4,

3.24
0, if @ (s,x) =224 . (3:24)

D, (s,x) = {
Here A is a large constant independent of ¢; we take A = 1 when & is unbounded,
and assume it sufficiently large in a way that will be seen in the proof if @ is
bounded. Concerning o we take o = 0 if p=0 for any y, o > 0 arbitrary small if
p>0and y<0and0 <o < gifp > 0 and y > 0. We then have

1
0S®, (s, x) <Cy min {—

A
T + 57 (1 —s)yﬂ,w} . (325

The second level of truncation is to define

Ke g, (x,y) = K¢ (x, y) wg, (x,y), (3.26)

where wg, € CP(R%), 0 < wg, < 1, and

1, if (x,y) €[0,2R,]?,

wg. (x,y) =
R, 7) {0, if x>4R, or y>4R, .

Notice that, if ¥ <0 the truncation in min {(x + )7, %} in (3.23) does not have
any effect, because we are only interested in the region where x=1 and y=1, due
to the fact that the solutions we construct satisfy f((0, 1)) = 0.

From Proposition 3.10, to every ¢ and R, there exists a stationary injection

solution f g, satisfying
1
[ K @ lo e e ) = o) = 0 0] Fur, (@)

Je.R, (dy)+/ ¢ (x)n(dx) =0, (3.27)

*

for any test function ¢ € C.(R). As in the proof of Lemma 2.8 consider any
7,8 > 0 and take x5 € C®(R,) satisfying xs(x) = 1if x<z, and xs(x) = 0 if
x2z+6. Then ¢(x) = x xs(x) is a valid non-negative test function. Since {g, < 1,
we may employ the inequality ¢ (x +y) ¢r, (x +¥) < ¢ (x + y) in (3.27), and
conclude that for these test functions

1
; / /R Kok, (29 [0 (6 +3) — 9 () — 0] for, (@) for, ()

+/ @ (x)n(dx) = 0.
Ry

Using the equalities derived in the proof of Lemma 2.8 and taking 6 — O then
proves that

/ f Ko, (6o ) xfoor, (d¥) for, (dy) < / wn(dx), forz>0.
0,z] J(z—x,00) 0,z]
(3.28)
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A lower bound for the left hand-side and an upper bound for the right hand-side
of (3.28), both independent of R, are computed next. Since suppn C [1, L,] and
[In]| is bounded, then

/ x7 (dx) §/ xn (dx) =: c, (3.29)
0.2 [1.Ly]

where c is a constant independent of R, and ¢ is bounded by L;||n||. On the other
hand we have K, g, (x,y)=¢ > 0 for (x, y) € [1, 2R*]2 . Then,

8/ / xfe.r, (dx) fer, (dy) Sc if0 <z <2R,.
(0,z] 4 (z—x,2Rx]
Using that here

[2z/3,z)° C {(x, y) € Ri 0<xZz,z—x< y§2R*} ,
we obtain

€ // xfe R, (dX) fo R, (dy)Sc if0 <z <2R,.
[22/3,2]2

Since x=2z/3 in the domain of integration, we obtain

e
22/3 fer, (dx) | =—,
[2z/3.z] €
which implies that
1 C.
- fer (A= =7, 0 <z52R,, (3.30)
2 J[2z/3,2] z

where C, is a numerical constant depending on ¢ but independent of R,. Since the
right hand side is integrable on [1, 2R, ], Lemma 2.10 may be employed to obtain
a bound

2C, 1
dr)S————+C : 331
/[1,21?*1 fo.R X)*ln(3/2) T 2R, 33D

Since the support of f; g, liesin [1, 2R,] we find that for all R, > 1
/ fer,(0)=Cs (3.32)
R

where Cy is a constant independent of R,. Following the same argument for arbitrary
lower limit y € [1, 2R,], we also obtain a decay bound

1

/ fer (dX)SCey™ 2, (3.33)
[y,00)

which obviously extends to y > 2R, since fz r,((2R«, 00)) = 0.
Thus, estimate (3.32) implies that for each ¢ the family of solutions { f¢ r,}r,.>1
is contained in a closed unit ball of .# ;, (R,). This is a sequentially compact set
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in the x—weak topology, and thus by taking a subsequence if needed, we can find
fe € A4+ p (Ry) such that f; ((0, 1)) = 0 and

Se.rn = fe asn — oo inthe * —weak topology (3.34)

with R — oo as n — oo. Note that then we can use the earlier “step-like” test-
functions and the bounds (3.32) and (3.33) to conclude that also the limit functions
satisfy similar estimates, namely,

1

/ fe(d0)=Ce / fe(d)SCey™2, ify>1. (3.35)
(0,00) [y,00)

Consider next a fixed test function ¢ € C.(R,). Now for all large enough values
of n, we have ¢ (x +y) {gr (x +y) = ¢ (x + y) everywhere, since the support of
¢ is bounded. We claim that as n — 00, the limit of (3.27) is given by

1
5 /Rz K¢ (x, y) [p(x +y) — o) — ()] fe (dx) fe (dy) +f @(x)n (dx) = 0.

2

(3.36)
Since f, gr hassupportin[1, 2R,],itfollows that we may alwaysreplace K g, (x, y)
in (3.27) by K (x, y) without altering the value of the integral. By the above ob-
servations, it suffices to show that

s

lim | ¢ (x, y)un(dx)pun(dy) = fRz ¢ (x, y) fe (dx) fe (dy) , (3.37)

n—o0 Ri
for w, (dx) := f; gr (dx) and

d(x,y) =K (x, y) [p(x +y) —ox) —p(y)].

Note that although ¢ € Cp (Ri), it typically would not have compact support.
However, the earlier tail estimates suffice to control the large values of x, y, as we
show in detail next.

We prove (3.37) by showing that every subsequence has a subsequence such that
the limit holds. For notational convenience, let u,, denote the first subsequence and
consider an arbitrary ¢ > 0. We first regularize the support of ¢ by choosing a func-
tion g : Ry — [0, 1] which is continuous and for which g(r) = 1, forr < 1, and

g(r) = 0, for r > 2. We set ¢y (x,y) == g (%) g (%) ¢ (517) & (MLy> d(x,y).

Then for every M, we have ¢y € CC(Ri) and thus it is uniformly continu-
ous. By (3.35), we may use dominated convergence theorem to conclude that
[ om(x, y) fe (dx) fe (dy) — [ d(x, y) fe (dx) fe (dy) as M — oo. Thus for all
sufficiently large M,Wehave| fqu x, y) fe (dx)fg (dy)—f¢(x, ) fe (dx) fe (dy)|
< &’. On the other hand, by the decay bound in (3.33) we can find a constant C
which does not depend on R, and for which | f S (x, V) (dx) ey (dy)—f o(x,y)

W (dX) iy, (dy)| < CM_%. We fix M = M(¢') to be a value such that also this
second bound is less than &’ for all n.

In order to conclude the proof of (3.37) it only remains to show that [ ¢pr (x, y)
Un (dx) uy, (dy) converges to fd)M (x,y) fe (dx) fe (dy) as n — oo. This is just
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a consequence of the fact that the convergence pu, (dx) — f: (dx) asn — oo

in the *—weak topology of the space .# j, ([ﬁ, 2M ]) implies the convergence

Un (dx) uy (dy) — fe (dx) fo (dy) as n — oo in the x—weak topology of the

space A+ p ([ﬁ 2M ]2> . This result can be found for instance in [2], Theorem

3.2 for probability measures, which implies the result for arbitrary measures using
simple rescaling arguments.

Since f, is then a stationary solution to (1.3) with K = K., we can apply
Lemma 2.8 directly, and conclude that

/ Xfe (dx) K. (x,y) fe (dy)<c ifz >0, (3.38)
0,z] (z—x,00)

where c is defined in (3.29) and is independent of &. We now observe that (3.22)
and (3.23)—(3.24) imply for all sufficiently small ¢

. 1 z 2
K. (x,y)=e + Comin{z”, =} for (x,y) € [5 z]
&

where Cy > 0 is independent of ¢ and we used that )ﬁy € [%, %] Combining this
estimate with (3.38) as well as the fact that

[2z/3,z)° C H(x,y) eRi:O<x§z, 7—x <y <oo]
we obtain

. 1\ 2 2
e+ Comin{z”, -} ) =z / fe(dx) ) Zc forall z € (0, c0).
e /)3 [22/3.2]

Therefore, we obtain the following estimates for the measures f. (dx):

1

l/ f (dx)<£ ; ’ for all z € (0, 00) (3.39)
o PR L vy R

1 C

- / fo (dx) S——, forallz € (0, 00), (3.40)
2z [%z} z24/¢

where C is independent of &.
Consider first the case y < 0 and recall that then p > Oand z¥ < 1 forz > 1.
Since f:((0, 1)) = 0, then the bound (3.39) implies that for all z > 1 we have
1
- f L X fe (dx) =C2

e

Since y + 2p < 1, Lemma 2.10 implies then that for all y > 1,

y+2p=3

(3.41)

1-y—2p

f VTP fodx)SCy” T, (3.42)
[y,00)
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where the constant C does not depend on ¢. In particular, then the measures
xVTP f, (dx) belong to a *-weak compact set, and there exist F € .#4 p (Ry)
such that

x?*P f, (dx) — F (dx) as n — oo in the * —weak topology (3.43)

for some sequence (&,),en With lim,,_, oo &, = 0. We denote f (dx) = x7V77?
F (dx), and then f € .#y (R,). In addition, f((0, 1)) = 0 and it satisfies the tail
estimate

1-y—2p
/ x"TP £ (dx) =f Fdx)=Cy "7 , y=>1. (3.44)
[y,00) [y,00)
It remains to consider the case y > 0. Then (3.39) implies that
1 ~ 1
—/ Je (dx)§CZ_@, l<z=<e 7, (3.45)
I
1 C 1
—/ fe (dx) = X/E z>¢ 7. (3.46)
z [%z] 72

Using these bounds in item 3 of Lemma 2.10 implies then that for all y > 1,

1
/[ FACRES (y + G)) (3.47)
y,OO

where the constant C does not depend on ¢. Hence, in this case the family of
measures { fz}, o is contained in a x-weak compact set in .# ;, (R,.). Therefore,
there exists f € .4 j (Ry) such that

fe, — [ asn — ocointhe % —weak topology (3.48)

for some sequence (&,), ey With lim,,_, o, &, = 0.
To obtain better tail bounds for the limit measure, let us first observe that by
(3.45), there is a constant C such that for all &

l/ AL ) SCEF T 1<z<er
Iz
Therefore, applying item 2 of Lemma 2.10 with r = %, and using the assumption
y + 2p < 1, we can adjust the constant C so that
1-(y+2p) I _1
f L P f A0 SCa T, 1<a< e 7. (3.49)
la,e” V] 2

Let then y, R > 1 be such that y < R but they are otherwise arbitrary. We
choose a test function ¢ € C.(R,), such that 0S¢ <1, ¢(x) = 1 for ySx<R, and
@(x) = 0 for x=2R and for x < %y. Then, if also ¢ < (2R)™Y, we have

1—(y+2p) 1—(y+2p)
/ @(O)X" P f, (dx) < / P d)y <C2T Ty
R [3Y.2R]
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where for values y < 2 the estimate follows by using f:((0, 1)) = 0 and then
a = 1 in (3.49). Applying this with ¢ = ¢, and then taking n — oo proves that

1= (V+2P) 1=(r+2p)

J R B e e
[y,R] R,

Here we may take R — oo, and using monotone convergence theorem we can

conclude that f satisfies a tail estimate identical to the earlier case with y < 0,

namely, also for y > 0 we can find a constant C such that

y—2p

/ P SCyT T,y 1. (3.50)
[v,00)

It only remains to take the limit ¢, — 0 in (3.36). Suppose that ¢ € C. (Ry) .
Then, in the term containing ¢(x + y) we have that the integrand is different
from zero only in a bounded region. Using then that for any ¢ € R we have
limgo(xy)?Ke (x,y) = (xy)?K (x, y) uniformly in compact subsets of R, as
well as (3.43) and (3.48), we obtain that the limit of that term is

f K (e, ) o(x + ) f (dx) £ (dy).
(0,00)2

The terms containing ¢ (x) or ¢ (y) can be treated analogously due to the
symmetry under the transformation x <> y. We then consider the limit of the term
containing ¢ (x) where ¢ € C. (R,) . Our goal is to show that the contribution to
the integral due to regions {y=M} where M is very large, can be made arbitrarily
small as M — oo, uniformly in ¢. Suppose that M is chosen sufficiently large, so
that the support of ¢ is contained in (0, M). We then have the following identity:

/ Ko (50 y) @ () fo (@) fo (dy)
R2N{y=M}

. 1 x
e
R2n{y=Mm} € x+y

Given that only values with x =1 may contribute, and x is in a bounded region
contained in [1, M], we obtain, using (3.39), an estimate

x) + s} @ (x) fe (dx) fe (dy) .

/ Ko (e, )0 () fo (@) o (dy)
RN{y=M)

. 1 X
<C sup / min { (x + ), = } @, :
xesuppy J {y=M} & X+y

1 Ce f £ (dy) . (3.51)
{yzm}

x) fe (dy)

Using (3.40) we can bound the second term uniformly,

C.\s
C e (dy) £C _y<
8/{.y2 }f @ \/_/ 37

)

y>M} M%
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where the constant C is always independent of &, although it might need to be
adjusted at each inequality. Therefore, the second term on the right hand side of
(3.51) tends to zero as ¢ — 0.

In order to estimate the first term we need to consider separately different ranges
of the values of the exponents p and y. We claim that for ISx<Cy<M, y=M,
where suppg C [0, Cp], the following estimates hold for some constants C, Cy, > 0
which do not depend on ¢, M:

1. If y <0 and p=<0 we have

1
min{(x—}—y)”,—}cbs( al ,x>§c. (3.52)
& X+y
2. If y > 0 and p<0 we have
. 1 X
mm{(x—i—y)y,—}cbg( ,x)
e X+Yy
C
SC (M +y ) x IR e S A bt 1y, (353)
o] > o]

where yxp is the characteristic function of the set U.
3. If y<0and p > 0 we have

1 X

: Y Jx ) <c (yr T —* _ey. (3.54

min ) (¥ + ), = 8<X+y x)_ (SRANE )X{ygc* ) (3.54)
4. If y > 0and p > 0 we have
1 X

i R Jx)SC (4 o). (355

min § (x+3)7 . - s<x+y x>_ 07+ K e iop) - B9

In the case 1 we use the fact that, since p<0, we have ¢ = 0. Then (3.25)
implies that ®, (s, x) £C. On the other hand, using that y <0 and x + y=2x =1 we
have min {(x + Y, —} <1 whence (3.52) follows.

In the case 2, we use the fact that s1nce p=0 we have o = 0. Moreover, since
x<M and y=M we have that s = + *2 Given that p = max {A, — (y + 1)} 20
we have 10, (y + A) =0. Then (3.25) implies that ®; (s, x) SC (s7 ™ +57*).
Using then that y< (x + y) <2y as well as 1Sx<Co<M <y we obtain @, (s, x)

=C (()yc:xx + £ o A) <C (y*+ y777*). On the other hand, in order to estimate

mln{(x—i—y)” —} we use the fact that since 1Sx<Co<M<y we have

min { x+y)Y, —} <C min {yV 1 } Considering separately the cases y< (%ﬁ

and y > (é); we obtain



Stationary Non-equilibrium Solutions... 841

Multiplying the estimates obtained for ®, (s, x) and min {(x + y)” , 1} we derive
(3.53).
‘We now consider cases 3 and 4. In case 4 we recall that 0 < o < 5, in case 3,

o > 0is arbitrary. Using (3.22) and (3.24) we obtain that &, (s, x) =0 ifs§C8%.

Using that ;—ygs = ﬁgﬁ and that 1Sx=<Cj it follows that ®; (s, x) = 0 for

y > Cy (%); for some C, > 0. On the other hand (3.22) and (3.24) as well as the
fact that s§% imply also that ®, (s, x) g%. We then have

=l

. (s, x) Ss%x{ } (3.56)

veu(1)

We now remark that in the case 3, since ¥ <0 and y=1 we have (x + y)” gé

whencemin {(x + y)" , l} = (x + y)? £y”.Combining this inequality with (3.56)

&
we then obtain

®, (s, x) min {(x + )7, l} §£y}’x (3.57)
£ sP {)

vgc*(é)%} '

In the case 4 we can derive a similar estimate. To this end we use the fact that
since o0 < f it follows, since y > 0, that &, (s,x) = 0 if yyzé and ¢ is suf-

e e

ficiently small, because then yg%gc* (1); . Then @, (s, x) min {(x + Y, l}
Y

{y§C* (%)% which yields the
inequality (3.57) that we had obtained also in the case 3. Using then that p =
max {A, — (y + 1)} > 0 and y=1 we obtain y” <y* + y~¥~* whence both (3.54)
and (3.55) follow.

We can now estimate the first term on the right hand side of (3.51) in all the
cases. We first observe that in the cases 1, 3 and 4 (cf. (3.52), (3.54), (3.55))
the region, where the integrand is non-zero, is contained in the set V), .y =
[y e Ry :y=M, y’<1}. This follows immediately in the cases (3.52), (3.54),
since in those cases y <0 and then y¥ <1 §é. In the case of (3.55) we remark that
due to the presence of the characteristic function on the right of (3.55) the region

£
SC®, (s, x)min {y”, 1} <C®, (5, x) y’ S y7 «

is restricted to to the set {1§y§C*s_F } . Since in this case y > 0 it follows that
_or ) .
this set is the same as =1§y” SCye™ P } . Using then that 0 < o < 5 it follows

_oy

that Cue 7 §% for e sufficiently small. Then, the region of non-zero integrand
is contained in V), ¢y also in this case, as claimed. We now remark that for any
Y € Vye.m we have min {y”, 1} = y7. Then (3.39) implies that

y U2

1 C .
—/ fe (dx) < 7 fyeVyem. (3.58)
(3] v
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We then obtain, using (3.52), (3.54), (3.55), the following estimate for the first
term on the right hand side of (3.51) in the cases 1, 3 and 4

. 1 X
sup min §{ (x +y)Y, -t O,
xesuppy J{y=M} & X+

<c / O’y ™) fedy) . (3.59)
V.

v.e,M

,X) fe (dy)
y

Notice that in the cases 3 and 4, estimate (3.59) follows from (3.54), (3.55). In the
case 1 weuse that p = max {A, — (y + 1)} £0. Then (y + 1) 20and —A=0and we

canuse then (3.52) to show that min {(x + Y, é} D, (% x) <c (yV“‘ + y_)‘)
in the region of integration. Therefore (3.59) follows also in this case.

For any power g € R there is a constant C such that x? < Cy%ify € V), oy
and % y < x < y. Considering first case 4, in which y > 0, we next assume that &

1
is sufficiently small so that &~ ¥ > 2M. Then, we can combine (3.58) and (3.59)
with item 2 of Lemma 2.10 to obtain

1
sup / min{(x—l—y)’”,—}d)g( il
xesuppyp J{y=M} 3 X+y

)/+)u + —A C
scf (B )asce [ (e Rey b g
Vy,s,M yT {sz}

5'x> fé‘ (d)’)

with b > 0 since |y +2A| < 1. Incases 1 and 3, we have y < Oand V), o iy =
[M, 00), so we may then apply item 3 of Lemma 2.10 and conclude that the same
sequence of inequalities holds also in those cases. Thus these terms can be made
arbitrarily small by taking first lim sup,_,, and then M — oc.

It only remains to examine in detail the case 2 when (3.53) holds. In this case
we obtain

. 1 X
/ mm{(x—i—y)y,—}@g( ,X)fs(d)’)
{J’EM} £ x+y

<c / OV +y7h) fe (dy) + ¢ /
VV,S,M & [ |

YY) fe dy)

The first integral can be estimated by % with b > 0 arguing as before (us-
ing |y +2A| < 1). It only remains to estimate the last integral. We have p =
max {A, — (y + A)} <0, whence A<0 and — (y + A) <0. In this case we have also
y > 0. Hence, the second integral can be estimated using the tail bound in (3.47)
as follows:

¢ —y— —1-2 eyt
8/)!2(;);1/}()')‘4-)/ 14 A)fs(d)’)fC(&' v +e +5 )‘/{yz(l)}l/}fg(dy)

=\¢

+A A I+y 1 19y _ 1
<C (877 +87>87 =C [sﬁ(l 2=y +827(1+2M—w].
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Thus the integral converges to zero as ¢ — 0 since |y + 2A| < 1.

Therefore, we can take the limit &, — 0 as n — o0 in (3.36) with an arbitrary
large M. Then M — oo can be taken by the assumed bounds on K and using the
tail estimates (3.44) or (3.50). This yields

/(O )2K(x,y)[w(x+y)—w(x)—w(y)]f(dx)f(dyH/(o )@(X)n(dx)=0

(3.60)
for any ¢ € C. (Ry) . In particular, f # 0 due to  # 0. Taking the limit of (3.39)
as ¢ — (0 we arrive at

1/ fd )<—5 for all z € (0, 00)
— X)> or all Z , 0Q0),
22/3,2 7Z3/2+}//2

which implies

1 / et
- xM )< C———— forall z € (0, 00)
22/3.2] 2372+ /2

for any u € R. From Lemma 2.10 we obtain the boundedness of the moment of
order p as follows:

/ x* f(dx) < oo, (3.61)
(0,00)
v+l

for any u satisfying u < “——. In particular, since |y + 24| < 1, then the moments
uw = —Aand u = y + A are bounded, which proves (2.14).

4. Nonexistence Result: Continuous Model

The rationale behind the proof of Theorem 2.4 is the following. The solutions of
(2.2) satisty (2.6) for large values of x with J (x; f) asin (2.5) and Jy = f xn (dx).
A detailed analysis of the contributions to the integrand of the different regions,
using also the assumption (2.14), that is the minimal assumption required to define
a solution of (2.2), shows that J (x; f) can be approximated for large values of x
as

// yK (y,2) f (v) f (z) dydz >~ Jo, 4.1)
{y+z>x, ySx}n{z<sy}

where 8 > 0 can be chosen arbitrarily small. By assumption K (y, z) ~ y¥ T4z =* +
z7T*y~*_ Suppose that y + 1>0 > —A, since the other ranges of exponents can
be studied with slight modifications of the arguments. Notice that the assumption
ly 4+ 2A| 21 then implies, since y + 2420, that y + 2A=1. Then y + A=1 — A
and (2.14) implies that

/] f(2)z'7dz < 00 (4.2)

Moreover, we can approximate (4.1), using the form of the region of integration,
as

ey // f O f@z  dydz = Jy . (4.3)
y+z>x, ySxjn{zSsy}
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We define F (x) = fxoo f (v) dy. This integral is well defined due to (2.14) and
the fact that y + A=0. We can then approximate (4.3) for large values of x, as

Jo
Py AL

8x
/ [F(x—2)— F ()] f(x)z "z =~ (4.4)
1

The equation (4.4) can be thought as a nonlocal differential equation. Due to
(4.2) we can approximate formally (4.4 ) for large values of x as

dF - Jo 1
dx floof(z)zlf)‘dz xVHAEL T

(4.5)

Therefore, using the definition of F we formally obtain that f (x) =~ WLHI as
x — oo. However, this implies that [ x¥** f (x)dx = oo which contradicts
(2.14). This argument is formal and instead of approximating K (y, z) by means
of power laws we must use the inequalities (2.11), (2.12). The solutions of (4.4)
can be estimated in terms of the solutions of (4.5) by means of maximum principle
arguments which are described in the following Lemmas:

Lemma 4.1. Let a and b be constants satisfying a=0 and (a—b)21. Let F : R, —
R be a right-continuous non-increasing function satisfying F (R)20, for all R > 0.
Assume that f € M (Ry) satisfies f([1,00)) > 0 and

/ X% f(dx) < 00 (4.6)
[1,00)

There exists 5o € (0, 1) which depends only on a such that the following result
holds:
If0 <8 <80, Ro > 1/6, and C > 0 are such that

C
[ RN PR @S - gy forR2R (4)
[1,5R]

then there are R(/)zRo and B > 0 which depend only on a, f, §, Ry, and C, such
that if a > O then

B
F(R) gﬁ , for RZRy,. (4.8)
Else, ifa = 0, then
F (R)ZBlog(R), for RZR. 4.9)

Proof. Since F is non-increasing and right-continuous, we have

F(R)= lim F(p)= lim F(p)=F (R). (4.10)
p—>R~ p—RT

For the proof, let us first point out that we can increase Ry while keeping § and C
fixed if needed.

We first consider the case of @ > 0, and prove that in this case the choice
S i =1— (3/4)1/(]+”) € (0, 1) will suffice. From now on, we assume that § is
fixed to a value such that 0 < § < §g.
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We use a comparison argument. To this end, we construct an auxiliary function
2B
Ra

with B > 0 to be determined. We choose B in order to have

Fi (R) =

for R=Ry.  (4.11)

— Fo(R—y)— F.(R)Y' fdy)=—
/MR][( W) = R f ) 2~ =

Therefore, the goal is to impose

2B 2B C
_ _ 2B . N
/1 5R] [(R y)4  Ra ]y fdy) 2 — ooy for RZRo. (4.12)

Since (1 — (S)“+1 > %, we have forany R > Ry > 1/ and y € [1, §R]

1 L< 2ay

(R—y)* Ra= Ra+l’
Thus,

- —_— = — dy) > — 1+b dv) .
/usR [(R »° Ra]y £ 2= 1o /[1,5R]y Jn

On the other hand, then
/ Y £ y) <D,
[1,6R]

where D = f 1.00) y!*P £ (dy) is a well-defined, strictly positive constant due to
b+1<a,A. 6) and f # 0. Therefore, choosing

we obtain that (4.12) holds.

For the next step, we require that f([1,56Rp]) > 0. If needed, this can be
accomplished by increasing Ry since the left hand side, by dominated convergence
theorem, approaches f([1, c0)) > 0, as Ry — oo.

To prove (4.8), we argue by contradiction. Suppose that there exists

Ri1ZRo such that F (Ry) < %. Then, using that F' (R) is decreasing, we obtain
that
FR) < -2 forRe [Rl, Ri } (4.13)
(R))“ 1-36
We define

B
G (R) = Fi (R)_E(R ¥

Combining (4.7) and (4.11) we obtain that

—F(R).

—/ [G (R —y) — G (R)] Y f (dy) =0 forall R=Ry . (4.14)
[1,8R]
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Using (4.13) we obtain

GR =F.R) -2 1 _pp-2B_B 1 B
(R) = F(B) = 5 ke ~ TR 2@R) (R
33<2(1_8) 231 >>o, forRe[Rl,i}, (4.15)
R 2(R)° =%

since § > 0 is sufficiently small so that (1 —8)* > (1 — §)atl > %. Notice that

since F, (R) and g (R# are continuous functions we have that G is right continuous

and (4.10) implies
G (Rf) = lim G lim G(p) =G (R). (4.16)
p—R~ p—RT
We define R; as
Ry =inf {p=R; : G (p) =0} .

Suppose firstthat Ry < co. By definition G(R2+ )<0. Since G isright-continuous,
then G(R2)=0. From (4.15), G(R2)2G (R, )20. Therefore, necessarily G(R>) =
0. From (4.15) we also have that Ry > % and

G(R) > Ofor R € [R}, Ry). 4.17)
For y € [1, 8R;], we have that (R, — y) € [R1, R»), therefore G(R, — y) > 0.
Since f([1,8R2]) > f([1,8Rp]) > O, this implies
[ 16 R=y) - GRS @) <0,
[1,86R]

which contradicts (4.14). Then Ry = oo whence G (R) =0forall R= R; . Therefore,

B 1
F(R)SF.(R)— ——— for RZR;.
(R)=F: (R) 3 (R ZR
However, this inequality implies that F' (R) < O for R large enough, but this
contradicts the definition of F. Therefore,

B .
F(R)zﬁ if RZRo,

which concludes the proof for a > 0. Note that Ry in this formula might have been
increased compared to the value in the original assumptions, hence it is denoted by
R, in the conclusions of the Lemma.

We now consider the case a = 0. In this case, we prove that the choice &g := %
will suffice. We assume that § is fixed to a value such that 0 < § < §p, and that R
is sufficiently large so that Ry > 11T5 and f([1,§Rp]) > 0, as before.

We construct an auxiliary function

Fy (R) = —Blog(R)
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with B > 0 to be determined by the requirement that
C
—/ [Fi (R—y)— F (R)]Y'f(dy) = — — for RZRy.  (4.18)
[1,5R] R
Therefore, we need to impose

/[ B0k =)~ Blo(R)] " (@ = - ClorkzR. @19)

Since 0 < § < %, we have for all R > 1/§ and y € [1, §R] an estimate

2
log(R - y) — log(R)Z — —=..

Thus,

2B
/ [Blog(R — y) — Blog(R)] ¥’ f (dy) = — = / YT f (dy).
[1,6R] [1,6R]

Here,
f Yy fdy) <D,
[1,6R]

where D = f[l’ o) y'*P f (dy) is a well-defined strictly positive constant due to
b+ 1 <a,(4.6)and f # 0. Therefore, choosing
C
B=—,
2D
we obtain that (4.19) holds.
To prove (4.9), we again argue by contradiction. Suppose that there exists
R1ZRy such that F (R;) < Blog(Ry). Then, using that F (R) is decreasing, we
obtain that

F (R) < Blog(Ry) for R € |:R1, lR—18i| . (4.20)
We define
G (R) = F.(R) +3Blog(Ry) — F(R).

Combining (4.7) and (4.18) we obtain that
—/ [G(R—y)—G(R)] ybf (dy) 20 forall RZRy . 4.21)
[1,6R]

Using (4.20) we obtain
G (R) = Fx (R) +3Blog(Ry) — F (R) > —Blog(R) +3Blog(R;) — Blog(R})

Ry
>B (— log(;—) + 210g(R1)> = Blog(Ri(1 —§)) > 0,

R
for R € |:R1, 1 15] , 4.22)
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where in the last step we used the property that Ry > Rg > ﬁ Notice that since
F, (R) and 3B log(R) are continuous functions we have that G is right continuous
and (4.10) implies

G(R7)= lim G(p)S lim G(p) =G (K. (4.23)

We define R, as
Ry =inf {p=R; : G (p) =0} .

Using the same reasoning as in the case a > 0 we obtain that R, = oo, and thus
G (R) > O for all RZR;. Therefore,

F (R)<F, (R) +3Blog(R;) for R=R; .

However, this inequality implies that F (R) < O for R large enough, but this
contradicts the definition of F'. Therefore,

F(R)=Blog(R), if R>Ry,
which concludes the proof. O

Lemma 4.2. Let a and b be constants satisfying a < 0 and (a — b)>1. Assume
that F : R, — R is a right-continuous non-decreasing function and f € M+ (Ry)
satisfies f([1,00)) > 0 and

/ X% f(dx) < 00 . (4.24)
[1,00)

There exists 89 € (0, 1) which depends only on a such that the following result
holds:
If0 <8 <80, Ry > 1/6, and C > 0 are such that F(Ry) > 0 and

- /[1 . [F(R—y)—F (R f(dy)= for RZRo, (4.25)

Ra+1
then there are R{)zRo and B > 0 which only depend on a, f, S, Ry, and C, such
that

F(R)EB

Ta for RZR),. (4.26)

Proof. Since F is non-decreasing and right-continuous, we have

F(R7) = pE“,%_ F(p)< ,,E% F(p)=F(R")=F(R). 4.27)

We assume § is fixed and satisfies 0 < § < §p. We will show that 59 = % e, 1
works in this case. Note that if R, > Ry, then also F(R()) > F(Ro) > 0 since F is
increasing. Therefore, as in the previous proof, we can increase Rp while keeping
6 and C fixed if needed. In particular, we may assume that f([1, §Rp]) > 0, as
before.
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We again use a comparison argument. To this end, we construct an auxiliary
function

F*(R)ZR_

where A > 0 is a constant to be determined. We choose A in order to have

C
—f[l - [Fi (R —y) — Fx ()Y f (dy) §Ra+‘ for RZRy . (4.28)
SR
Therefore, we need to impose
A A
- — | yran< < for RZRy . (4.29)
/1 SR [(R » R“}

Let us next show that a constant A for the above inequality may be found for the
values of § considered here. Since 0 < § < §p = %, we have (1 — 8)‘“"1 < 2 for
a € [—1,0).Ifa < —1, the function x xlal=1 g increasing, and thus Taylor’s

theorem implies
1 1 <2lal 1
—_—— ————— >~ a
Ri (R y)") =7 Ra

whenever y € [1, §R]. Thus,

A A7, 24lal .
- —_— dy) S —m (dy)
/1 SR] |:(R )¢ R“]y f dy Ra+1 [l,SR]y fdy

forany A > 0. For R > 1/§ we obtain that

f Y f (dy) £D,
[1,8R]

where D = f Loo vy £ (dy) is a well-defined positive constant due to b + 1 <
a, (4.24) and f # 0. Therefore, choosing

0< A< (4.30)
Dla|
we obtain that (4.29) holds.
Next we will prove (4.26). We define
G(R)=F(R)— F,(R).
Combining (4.25) and (4.28) we obtain that
—/ [G(R—y)—G(R)] ybf (dy) =0 for all RZRy. 4.31)
[1,6R]

Since F is increasing and F (Rp) > 0, then F(R)=F (Ro) > 0 for all R=Ry. Then
G(R)ZF(Ry) — % for any R=Ry. Therefore, choosing A sufficiently small and
satisfying also (4.30), we obtain

R
G(R) >0 forR e |:R0, 1 03]' (4.32)
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Since F, is continuous, we have that G is right continuous and (4.27) implies
G (R_) = lim G(p)S lim G(p) =G (R). (4.33)
p—R~ p— Rt
We define R; as
Ry =inf {p=Ro : G (p) =0} .

Suppose firstthat Ry < oco. By definition, G(R;' )=<0. Since G isright-continuous,
then G(R2)=0. From (4.33), G(R2)=G (R, ) 20. Therefore, necessarily G(R>) =
0. From (4.32) we also have that Ry > 1RT°8 and

G(R) > Ofor R € [Ry, R>). (4.34)

For y € [1, R3], we have that (R, — y) € [Ry, R»), therefore G(R, — y) > 0.
This implies
- f [G(Ry—y) = G (R)]y " (dy) <0
[1,6R,]

which contradicts (4.31). Then R, = oo whence G (R) > 0 for all R=Rg. There-
fore,

A
F(R) Z2F«(R) = Ra for R= Ry,
which proves (4.26) with B = A. O

Proof of Theorem 2.4 (non-existence). We argue by contradiction. Suppose that
f e Ay (Ry) satisfies f((0,1)) = 0 as well as ( 2.14) and it is a stationary
injection solution of (1.3) in the sense of Definition 2.1. Then, from Lemma 2.8
and using also that f ((0, 1)) = 0 we obtain

—/ f (dx) K(x,y)xf(dy)—i—/ xn (dx) =0, R=1.
(1,R] (R—x,00)N[1,00) [1,R]

(4.35)
Then we introduce a function J : R, — R defined by
J(R) = /L K (x,y)xf (dx) f (dy), (4.36)
R
where
Tg={x21, y2l:x+y> R, x<R} .
We notice that the function J is constant if R=L,, that is
J(R)=J(Ly) for RZL,. (4.37)

Suppose that 5 is different from zero. Then (4.35) implies that J (Ln) =
fR+ xn(dx) > 0. If (y + 2021, we define a := y + A and b := —A, else, if
(y +20)< — 1, we define a := —A and b := y + A. The assumption |y + 2A|=1
becomes a — b=1 in both cases. By (2.14) we have

/ x4 f (dx) < 00. (4.38)
[1,00)
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We now prove that the main contribution to the integral J(R) in (4.36) as
R — oo is due to the portion of the region of integration where x is close to R and
y is order one. To this end, let us consider parameters § which satisfy 0 < § < &y
for the value 69 = dp(a) given by Lemma 4.1 if a > 0, or by Lemma 4.2 if a < 0.
We then define the domains

We then write
J(R) = Ji (R) + J2 (R) with

Jk(R)Zf/ o LK (e, ) x] f(dx) fdy), k=1,2.
DY
We estimate first J, (R) for large values of R. Using (2.12) we obtain

0sh® e [ (x5t af @ £ dy)
ZRmD(;

Using that (a — b) > 0 we obtain that in the region D§2) we have x? y? <gb—ayayb,
Therefore,

a 1+4+b
RO [[ () s @ e,

Notice that X g N D;z) C[1, R] x [I‘STR, oo) , whence
1 (R) £C; / X f (d) / Y f (dy) .
(1.R] [ £55.00)

Given that (a — b) 21 we obtain, taking into account (4.38),

/ x1+bf(dx)§/ X f (dx) < 00
[1.R]

[1,00)

Moreover, using again (4.38), it follows that

lim / v f (dy) = 0.
R—0o0 [1%00)

This implies that the contribution due to J, vanishes in the limit R — 0o, namely
lim J (R) =0.
R—o0
Therefore, (4.37) implies that

Rlew JI(R)=1J(Ly) .
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For the next step, let us remark that for (x,y) € g N D(gl) we have x >
R — yZR — SR and therefore (1 — §)R < x=R. In this region we have also
yaxb<ga—byayb, Combining (2.12) and using the above bounds for x, we obtain

K (x,y)x=cs (1 + 5"”") RO (x,y) € Spn DYV

where ¢3 > 0 can be chosen independent of § as soon as § §% which we do in the
following. Then

. J (Ly)
a+l b > "\
lim inf (R //EROD;])Y f(dX)f(dy)> =3 (1+ olabl)

Notice that,if R > 1/5, 1/(1 —§),

YR ﬂD;l) C {(x,y) :1Sy<6R, R <x+y, l§x§R},

whence
[ srran fanz ) ] (439)
[1,6R] (R—y,R] ~2c3 (1 + 8la—bl) Ratl
for R= Ry with Ry large enough.
The rest of the proof is divided into two cases: a=0 and a < 0.
Suppose first that a=0. Due to (4.38) we may define the function
F(R) =/ f(dx) , R>1. (4.40)
(R,00)

Note that the function R — F (R) is right continuous, thatis F (R) = F (R+) =
lim,_, g+ F (p) . Moreover, F is non-increasing and F(R)=0, for all R=1. Using
(4.40) we can rewrite (4.39) as

J (Ly) 1
- F(R—y)—F(R)]Y fdy<— L for R=Ry.
/n,am[ (R—y) = F(R)]y" fdy) = 263 (1 4 o4 F1) Rt =Ro
From Lemma 4.1, it then follows that
B
F(R)zﬁ if R>Ry, fora >0 (4.41)

and

F (R) ZBlog(R) if RZRg, fora =0 4.42)

for some constant B > 0.
In the case where a > 0, we use (4.38) and (4.41) to obtain

/ x“ f(dx) =/ x4 f(dx) +/ x“ f(dx)
[1,00) [1,R] (R,00)

i/ xaf(dx)+R“/ f(dx)
[1.R]

(R,00)

> / x*f(dx)+ B..
[1,R]
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By taking the limit R — oo we obtain that B<0 which leads to a contradiction.
In the case where a = 0, (4.42) yields

/ f(dx) = Blog(R).
(R,00)

By taking the limit R — oo we obtain using (4.38) that the left-hand side converges
to zero, while the right hand-side diverges, which leads to a contradiction.
Suppose now that a < 0. We define the function F by

F (R) =/ f(@dx) , R=1. (4.43)
[1.R]

The function R — F (R) is right continuous and non-decreasing. Since f # 0,
then F(R) > 0, for all R=Ry, for Ry large enough. Using (4.43) we can rewrite
(4.39) as

J(Ly) 1

265 (1 1 ol a1 1" R=Ro

—/ [F(R)— F(R—»1y'fdy< -
[1,86R]
From Lemma 4.2, it follows that there are B > 0 and R6 > Rp such that

B
F(R)Z— if RZR}). (4.44)

From (4.44) it follows that for all R > M we have

B<R“ f(dx)§R“/

[1,R] [1,M

+ / x4 (dx).
[M,00)

Using that a < 0, we first let R — oo and then M — oo to obtain that B=0,
which leads to a contradiction. m]

f(dx) +/ X”f(dX)éR“/ f(dx)
] [M,R] [1,M]

5. Existence and Non-existence Results: Discrete Model

5.1. Setting and Main Results

We consider the following discrete coagulation equation with source:

1
0y = z Z Ko—pgpna—pgng —ng Z Ky gng + sq, 5.1)
B<a B>0
where « € N = {1, 2, ...}. We assume that the sequence s = (sy)yeN Satisfies

520 Ya € N and supps C {1,2,..., L}. (5.2)
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We consider coagulation kernels K, g : N? — R, defined on the integers satisfy-
ing the same conditions as before:

Ko20, Kop=Kpa, (5.3)
Kopzer (@4 4+ g7 Ha™) (54)

and
KopScr (@74 4+ prHa™) (5.5)

for (o, B) € N2, with 0 < ¢ <¢p < o0. Similarly to the continuous case, we will
try to construct steady states for the coagulation equation (5.1) yielding the transfer
of particles to infinity. More precisely, we consider stationary injection solutions
to the discrete coagulation equation (5.1).

Definition 5.1. Assume that K : N2 — R is a function satisfying (5.3) and (5.5).
Assume further that s = (s¢)5> ; is a sequence in R satisfying (5.2). We will say
that (ny);2 , satisfying

o0 o0
Zoﬂ’“na + Za_}‘na < 0 (5.6)
a=1 a=1

is a stationary injection solution of (5.1) if the following identity holds for any test
sequence with finite support (¢q)g2 ;:

1
3 D Kapnang [parp — 0o — 9] + Y spop = 0. (5.7)
p o« 5

Next we prove the existence of stationary injection solutions as stated in the

next theorems

Theorem 5.2. Assume that K : N> — R satisfies (5.3)— (5.5) and |y + 21| < 1.
Let s # O satisfy (5.2). Then, there exists a stationary injection solution (ng)57 |
to (5.1) in the sense of Definition 5.1 satisfying ny =0 for all a.

Theorem 5.3. Suppose that K : N> — Ry satisfies (5.3)—(5.5) and |y + 21|21.
Let us assume also that s # 0 satisfies (5.2). Then, there is no stationary injection
solution of (5.1) in the sense of the Definition 5.1.

5.2. Existence Result

We first consider equations with the form (5.1) but with n,(¢) and ng(t) sup-
portedin I := {1,2, ..., R,} for each r=0. Therefore, (5.1) becomes

1
dina = 3 > Keppna—png—ne »_ Kapng+ > spdup.  (5.8)
BSa—1 BER BZR

where 645 = 1 if @ = B, and 8y, g = O otherwise. Let (¢y)oes be an arbitrary
test function such that ¢4 : [0, T] — R is continuously differentiable for any «.
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Multiplying (5.8) by (¢« )«ecr and adding up in @ we obtain the weak formulation
of (5.8):

d
| 22 maea® [ = 3 na(gut)
! WER* agR*
1
=3 Z Z Ko pna (t)ng(t) |:¢a+ﬁ(t)X{a+ﬂ§R*} — @) — (p,g(t)]
BER, a<R,
+ > spep(), (5.9)
BZR.

where ¢ denotes the time-derivative of ¢ and x {a+p<R,)} 18 the characteristic func-
tion of the set {& + BR.} .

The approximation (5.8) is known as the non-conservative approximation of
the coagulation equation (5.1). This equation and its weak formulation (5.9) have
been extensively used in the study of the mathematical properties of the coagulation
equations (cf. for instance [8,29]).

Our first goal is to prove the well-posedness for (5.8).

Proposition 5.4. Assume that 1| < R, < oo and that K : 1*> — Ry is a function
satisfying (5.3) and (5.4). Assume further that s = (Sq)aci Satisfies (5.2). Let
(ny (0))qer be the initial condition. Then, there exists a unique solution (ny (¢))ger,
with ny : (0, 00) — Ry continuously differentiable for any a, which solves (5.8)
in the classical sense.

Proof. The proof of this statement relies on classical arguments of the theory of
ordinary differential equations. We just outline the main steps. To simplify the
notation we define

ga:Rﬁ*aRi* for a =1,..., Ry

such that

go&1. ... &r,) =% > Ko-ppba—pbp—Ex D Kuptp+ Y spbap.

p<a—1 B=R. PR,
Then, we can rewrite (5.8) as
dng = ga(n1,...,nR,),
with initial condition n, (0) . We observe that the functions g, are polynomi-
als, therefore they are locally Lipschitz continuous functions. Thus, due to the

Picard-Lindelof theorem there exists a unique solution continuously differentiable
(ny (t))qer on a maximal time interval [0, 7).
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Moreover, since K4 520, s, 20 by assumption and n,(0)20 it easily follows
that n,=01in [0, Ty) forany @ = 1, ..., R,. The fact that the solutions of (5.8) are
globally defined in time follows from the fact that

R, R,

X (Zna) <> s (5.10)
a=1 a=1

O

Next we show the existence of stationary injection solutions to (5.8) corre-
sponding to time independent solutions of (5.8).

Proposition 5.5. Under the assumptions of Proposition 5.4, there exists a stationary
injection solution (N )gey to (5.8) satisfying ne =0 for any a € I.

Proof. We first construct an invariant region for the evolution equation (5.8).
From Proposition 5.4 there exists a unique solution to (5.8), (ny (¢))qer, With ng, :
(0, 00) — Ry continuously differentiable for any «. In particular, (ny (t))ger
satisfies (5.9). Choosing ¢, = 1 and using the upper bound for x {a+B<R,) <land
the lower bound a; = miny ges Ko, g, We obtain

2

aj
o2 maW== | D na) | +e
a<R, aSR,

where cg = Z/SSR* sgpp. Notice that a; > 0 because we assume that (5.4) holds.
We then obtain the invariant region

Un = { (a)wer €R® 1 Y " ngSM ¢, (5.11)
aSR,

with M= zﬁ Moreover, %y, is compact and convex. Consider the operator S(z) :

RR — RR« defined by ny(t) = S(¢)ny(0). This operator is continuous by standard
continuity results on the initial data for the solutions of ODEs (cf. [6]). Since the
functions ny (t) solve a first order ODE, they are also continuous in time. Then, the
mapping t — S(¢)ny(0) is continuous.

We can now conclude the proof of Proposition 5.5. The operator S(t) : %y —
Y is continuous and %) is convex and compact. Then, Brouwer’s Theorem (cf.
[19]) implies that for all § > 0, there exists a fixed-point 25 of S(8) in %j;. Arguing
as in the last paragraph of the proof of Theorem 2.3 we conclude that there exists
n € %y such that S(¢)in = i, which implies that 71 is a stationary injection solution
to (5.8). |

We now prove the Theorem 5.2.
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Proof of Theorem 5.2 (existence). We just sketch the argument since it is an adap-
tation of Theorem 2.3. For notational convenience we rewrite the kernel K g =
K(a, ) in the form (3.21) where now x, y € N. Throughout this proof we will
also use the notation n, = n(a) and ng = n(B). The function (s, x) is defined
in a subset of the rational numbers contained in the interval (0, 1) and satisfies
(3.22) in this domain of definition. We then define the kernel K. (x, y) as in (3.23)
and K, g, (x, y) as in (3.26). Hence, using Proposition 5.5 there exists a stationary
injection solution n, g, satisfying

% Z Z K¢ r. (o, B)ng g, (a)ng g, (B) I:‘pa+ﬁX{a+ﬂ§R*} — Qo — ‘pﬁ]
ﬁgR* agR* -

+ ZﬁgR* sppg =0 (5.12)

for any test function ¢ : N — R compactly supported.

Choosing ¢ of the form ¢, = ay, for some compactly supported function
¥ : N — R, we obtain

Po+BX{a+B<R,) — Pa — ¥B
= A(VatBX(a+p<R,) — Vo) T+ B(VatBXjatp<r,) — ¥8)-

Symmetrizing we arrive at

> D Kok (@ Bk @ne, (B) [0 Wk ptiaspsn) — Vo)

/5§R* “gR*

+ ) ause =0.

a§R*

Let us assume that
o« = 0 for a=R,.

For such test functions we have Vo4 X1 p<r,} = Ya+p, therefore,

D0 ) Ker (@ e, (@ne g, (B) [e(Wasrp — Ya) ]+ D aVasy =0.

/3§R* DtéR* aéR*

Choosing a test function Y4 = X;,<;) We obtain

D ancr @) Y Keg (o Bner,(B) =) asa, z€(0,R).

alz B>z—a alz
We can then argue as in the proof of (3.32) to obtain

Z Ng R, (Ol)§é€

a<R,
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Therefore there exists a subsequence R} — oo and (n, Q)) € ¢} (N) such that
ng gr(a) — ng(e) for any o € N. Moreover, ), n. () =C, and for any bounded
test function ¢ : N — R, n, satisfies

1
52> Ke(@ Byne(@ne(B) [purs — 0o —0p] + D spop =0.  (5.13)
B B

Following the same reasoning as in the derivation of (3.39) and (3.40) in the proof
of Theorem 2.3 we then arrive at

1/2
1 < 1
1 <
; 2 ne(a) = ‘33/2 (min {’3}/, %})

aE %, NN
[% 4]

C
< ———, forall B eN. (5.14)
= Pge

Then, taking subsequences, we obtain that there exists a limit sequence (n(®))yeN

such that n,, (¢) — n(a) asn — oo withe, — Oasn — oo forany o € N.
Definition (3.23) implies that lim,_.o K. (&, 8) = K (¢, B) uniformly in com-

pact sets. Taking now the limit as n — oo in (5.13) we obtain that n satisfies:

1
52> K@ pn@n(B) [parp = ¢u = 9p] + 3 sp9p =0, (5.15)
B B

for every test function ¢ compactly supported. The only difficulty doing that is to
control the contribution due to the regions with =M with M large in the sums

3N K@ Byne@panc (B).
B o

This can be made arguing exactly as in the proof of Theorem 2.3 distinguishing the
cases (3.52)-(3.55) and replacing the integrals by sums.
Moreover, taking the limit of (5.14) as ¢ — 0 we arrive at:

1 C
E Z I’l(Ol)éW for all /3 € N,
ael2B/3,81NN

which implies
1 -
— Y Pa@=CprIAY forall g eN,
ae[28/3, 81NN
which implies (5.6), using that —1 <y +21 < 1. O

Remark 5.6. We notice that in the paper [37] it has been proved that there exists
a unique stationary solution of a problem that can be reformulated as a solution of
(5.1) for the explicit kernel Ky g = .
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5.3. Non-existence Result

We first give an example of a construction of a continuous kernel K which
interpolates the values of the discrete kernel K, g and satisfies (2.11)-(2.12). Let
K, p satisfy (5.3)-(5.5) and let w denote the corresponding weight function in (1.5).
We define the continuous kernel K : (Ry)? — R by setting

~

K,y =Y Kaple(x—a)i:(y=B)tc1 (Ge(¥) + L)) wix, y), x,y>0,

o, =1
(5.16)

where ¢ < 1/2 and ¢, is a continuous non-negative function satisfying ¢, (x) =
0, |x|=1/2+¢,¢:(x) = 1, |x|<1/2—¢ and affine in eachinterval (1/2—e¢, 1/24¢)
and (—1/2 —¢, —1/2 4 ¢). We remark that the series in (5.16) is convergent at any
x and y since it contains at most 4 non-zero terms.

The function X is continuous, non-negative and symmetric as it is written as
a sum of functions with the same properties. We now show that K satisfies the
growth bounds (2.11)-(2.12) with the same exponents y, A of the discrete kernel
K4 g, although possibly for different constants ¢1 and c¢;. Let us observe first that,
ifx < % ory < %, the second term in (5.16) is proportional to w(x, y) and thus
already provides a suitable lower bound. The upper bound may also be checked to
hold then, after possibly adjusting ¢ from the value in (5.5). Hence, we assume
X,y =5 L in the following.

For each o, B € N, we have from (5.16) that K (a, B) = Ky p. Therefore
K(x y) satisfies (2.11)-(2.12) forx = ¢ and y = B. If x € [@ — 1/2, ¢ + 1/2],
y € [B—1/2, B+ 1/2] we have that 5 Ka,,ggK(x, W=D je1.00 Katipyj +
c1 (8e(x) + () w(x, y), where we set Ko ; = Ko = 0 for j € N. Using the
bounds (5.4), (5.5), and the monotonicity properties of w, this implies that there
exist positive constants ¢1 and ¢, such that K (x, y) satisfies (2.11)-(2.12).

Lemma 5.7. Assume that

e K: N? — R is a function satisfying (5.3) and (5.5),

e K: ]R — Ry is a continuous interpolation of K satisfying (2.10) and (2.12),
ie., Ke C(R2) and Ky.p = K (o, B),

o 5 = (Sq)ueN satisfies s # 0 and (5.2),

o (ng)aeN is a stationary injection solution to (5.1) in the sense of Definition 5.1.

Let f,n € #+(R,) be defined by f(dx) = Zgozl Ny (dx) and n(dx)
= Zgozl So 00 (dx), where 8q € M+ (Ry) is the Dirac measure at o. Then f is
a stationary injection solution to the continuous coagulation equation (1.3) in the
sense of Definition 2.1 with the kernel K and source n.

Proof. We first notice that n satisfies (2.13) with L, = Ly and K satisfies (2.10)
and (2.12). Therefore K and n satisfy the assumptions of Definition 2.1.

For f € .#(Ry) such that f = Y 07 | 8ung, we have that f((0, 1)) = 0.
Since (ny)qeN 1S a stationary injection solution in the sense of Definition 5.1, then
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it satisfies (5.6). Using (5.6) and using Fubini’s theorem to exchange the sum and
the integral, we obtain

o o0

00 > E o’ iy + Za"\na
a=1 a=1
[o,0]

oo
- Z/ xV'H‘nO,SD,(dx)—i-Z/ X 18y (dx)
(0,00) il

a=1 0,00)

o
z/ XY g 84 (dx) +/
(0,00) —l (

0,00)

o0
x Z N b (dx)
a=1

=/ xV“f<dx)+/ X f (dx),
(0,00)

(0,00)
which proves (2.14). For any test function ¢ € C.(R,) we use Fubini’s theorem to
exchange the sum and the integral yielding

@ (x) 1 (dx) =/ @ (x) ) sade(dx)
/;O,oo) (0,00) aX:%

=) / ¢ (X) 5080 (dX) = ) " sape.  (5.17)
a=17(0.09) a=1

Using (2.14) we have that for any test function ¢ € C.(R,),

[[,_ Remteen —o—pmr @ s <o

is well-defined. Using again Fubini’s theorem we obtain that

1 -
5// K,y e x+y) =9 @) —eO]fdx)fdy)
(0,00)2

1
=5 Z Z Ko pnang [Potp — 0u — 98] - (5.18)

B o
Adding (5.17) with (5.18) and using (5.7) we obtain (2.15), which concludes the
proof. O

Let ¢ C .+ (R) be the set of positive bounded Radon measures supported
on the natural numbers, that is,

€ =(feMr(R)| f=) npdp, ng=0, BN},
p=1

Proof of Theorem 5.3 (non-existence). We first recall the interpolation construc-
tion in the beginning of the Section which allows to extend to the discrete bounds
(5.4)-(5.5) and construct a continuous interpolation kernel K such that 2.11)-(2.12)
hold. From Theorem 2.3 there is no stationary injection solution to (1.3) in the sense
of Definition 2.1. In particular, by Lemma 5.7 then there is no solution in the subset
of discrete measures %, which concludes the proof. O
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6. Estimates and Regularity

In order to define upper and lower estimates for the measure f we need detailed
estimates for the fluxes J defined on the left hand side of (2.18) in Lemma 2.8.
That is, we consider the function

J@) = //Q K (v, ) xf @) f @dy) , >0,
where
Q,:={(x,y) |0 <x=Zz, y>z—x}. 6.1)
Given § > 0, we introduce a partition of (]RJF)2 = 21(6) U 22(8) U Z3(8) by

i) ={(x.y) |y > x/8}, Ea(d) ={(x,y) | x=y=x/8},
T30 ={(x,y) |y <éx}, (6.2

and we then define for j =1,2,3
Jj(z,8) = // K (x,y)xf (dx) f (dy) forz > 0. (6.3)
Q.NZ; ()

Clearly, J(z) = 23:1 Jj(z, 8) for any choice of §.

The following Lemma will be used to prove that the contribution to the integral
defining the fluxes due to the points contained in X (§) and ¥3(8) are small for &
sufficiently small.

Lemma 6.1. Let K satisfy (2.9)-(2.12) and |y + 2X| < 1. Suppose that | €
M (Ry) satisfies

: / f(dx)< A for all 0 (6.4)
- X)S————~ forallz > 0. .
2 1220 z(r+3)/2

Then for every € > Q there exists a 6 > 0 depending on ¢ as well as on y, A and
on the constants ci, ¢ in (2.11)~(2.12) but independent of A such that for any
88, we have that

sup Ji(z, §)<eA? (6.5)
z>0
and 1
sup — J3(z, 8)dz<e A>. (6.6)
r>0 R Jir 2R]

Proof. Weset6 := 1/§ > 1.In order to estimate the contribution due to the region
21(8) N 2, we define

D(z,0) :={(x,y) | 0 < x=z, max{fx, z/2}=y}.

First suppose that 22 + y 20. Using the upper bound for K given in (2.12) and the
fact that 2, N X1(§) C D(z, 6) we obtain that

/ / K (x,y)xf (dx) f (dy) £2¢2 xRy £ () f (dy)
Q:NZ ()

D(z,0)
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Assuming 0 < x < z we denote a := max{fx, z/2}. Then we can employ item
3 of Lemma 2.10 and the upper bound (6.4) to estimate

[y +Al
vin2

a’’,

f Y fdy) < A
[a,00)

where v = > (. Therefore, by Fubini’s theorem, we can

now conclude that

1-224+y| _ 1=Qrx+y)
2 - 2

// K (x,y)xf (dx)f(dy)gCA/ max{6x, z/2} " x' 7 f (dx) .
Q:NX1(8) (0,z]
6.7)

Denoting ¢(x) = max{fx, z/2} "V x!=*, it follows from (6.4) that

1
—[ @(x) f(dx)<2" max{fy, z}7"2""HAy*~1 | forall y > 0.
Y Jly/2,y1

Thus by item 1 of Lemma 2.10, we find that for any a’ € (0, z],

[1—A]+v

/ p(x)f (dx) < ————A / max{fy, 2}~ y" " dy + 2 A max(e, 137V
[a’,z] In2 a’,z]

In the inequality above we have max{6, 1} = 6 > 1. The limit a’ — 0 of the right

hand side is finite, and thus we can use monotone convergence theorem to conclude
that

1 V4
/(0 lfﬂ(x)f(dx) < 2l1=v g <ﬁ/0 max {0y, z}~"y""'dy +0“’) .
4

Evaluating the remaining integral and inserting the result in (6.7) yields
1
// K (x,y)xf (dx) f (dy) < CA? <1+—+ln9>9”.
Q:N%1(3) v

Since v > 0, the factor multiplying A% converges to 0 as # — oo, that is, also
when § — 0. Therefore, to any ¢ > 0 there is §, > 0 such that (6.5) holds for all
0 <68 <é.

In the case where y + 21 < 0 we have v = > (. The above steps can
then be repeated simply by exchanging the exponents y 4+ A and —A therein. We
find

1422+y
—7

f / K (6, y)xf (dx) f (dy) <2¢5 / / X E (dx) £ (dy)
Q2:N%(5) D(z,0)
< CA? (1 + 1 +1n0) 07V,
Vv

Thus also in this case (6.5) holds for all sufficiently small &.
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To study the region ¥3(§), we return to the case y 4+ 21 > 0 and assume also
§ < }1. Then we have that

©2; NXE308) C{(x,y) |0 <y=dz, z— y=x=z}.

In particular, if (x, y) € Q,N 23(8), wehavex > (1 —=8)z > (6~ = 1)y > y. We
integrate (6.3) in z from R to 2R, and using (2.12) we obtain

13::f // K (v y)xf (dv) f (dy) dz
[R,2R] J JQ.nZ3(5)

< 2 / / f X () f (dy) de.
[R,2R] J(0,82] J[z—y.z]

Notice that in the region of integration we have R/2Sx<z<2R since § < %
Therefore, (0, 6z] C (0, 26 R]. Thus there exists a constant C > 0 independent of
é and R such that

I < CRMTH / / / 7R F () f (dy) de.
[R,2R] J(0,26R] J[z—y,z]

Using now Fubini’s theorem, as well as the fact that {(x, z) | z—y<x<z, R<z<2R} C
{(x,2) | R/2SxS2R, x<zZx + y}if 0 < y < R/2, we obtain

I < CRMH: / v f (dy) £ () dz
(0,28R] [R/2,2R] [x,x+y]

= CR'"™7+ / Y T (dy) f f(dx).
(0,28 R] [R/2,2R]

We estimate the integral with respect to the x-variable using the bound (6.4) which
is valid since |y + 24| < 1. The integral over y can be estimated using item 2 of
Lemma 2.10 after a regularization by a’ — 0. We then obtain

L<CAXRMY 5V RVR=1 = CA2SR,
where v = w > 0, as before, and C is an adjusted constant independent of
R and 8. Thus the prefactor of A>R goes to zero as § — 0, and we may conclude
that to any ¢ > O there is §; > 0 such that (6.6) holds for all 0 < § < .. Taking
the smallest of the cutoffs §, obtained for (6.5) and (6.6), we find a value such that
both inequalities are valid whenever 0 < § < §;.

In the case where y + 21 < 0, also (6.6) can be checked as in the first case, by
exchanging the exponents y + A and —A in the above. O

In this Section we use the assumptions of Theorem 2.3 as stated next which
guarantee the existence of a stationary injection solution f in the sense of Defini-
tion 2.1.

Assumption 6.2. Let K satisfy (2.9)—(2.12) and suppose |y + 21| < 1.Letn # 0
satisfy (2.13). Let f € .#+(R4), f # 0 be a stationary injection solution to (1.3)
in the sense of Definition 2.1 with f((0, a)) = 0, for some a > 0 (cf. Remark 2.2).
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Under Assumption 6.2 we obtain, from Lemma 2.8, that f satisfies:

// K (x,y)xf (dx) f (dy) = / xn (dx) forz > 0. (6.8)
Q. 0.z]

Notice that Lemma 6.1 shows that the contributions of the regions X ;(8) N €2,
with j = 1, 3 to the fluxes defined in (2.5) are small for § sufficiently small. This
shows that the flux of particles in the size space is due to region ¥, (§) N 2;, which
yields the contribution of the collisions between particles of comparable size.

Proposition 6.3. Suppose that Assumption 6.2 holds. Let J be the constant J =
f(O,L”] xn(dx). Then

1 Civ/J

E/[Z/z ; f(dx)§z(y+—3)/2 forall z > 0. 69)

Moreover, there exists a constant b, with 0 < b < 1 and depending on y, A and
on the constants cy, ¢ in (2.11)-(2.12) such that

1 / CovT L,
- fldx)2—————= forall z2— . (6.10)
2 Jpz,2 2o+ ND)

The constants Cy, Co that appear in (6.9) and (6.10) depend on y, X and on the
constants ci, ¢ in (2.11)-(2.12).

Proof. Using Lemma 2.8 we obtain that (6.8) holds. We first prove the upper bound
(6.9). Using that [2z/3, z]> C Q., where Q. is as in (6.1), we obtain

[[,,. Koo @@=,

Using the lower bound (2.11) for K and the fact that x and y are of the same order
of z in the domain of integration we obtain

2
! ( / f (dx)) <c?y
[2z/3,z]

for some positive constant C which depends only on K. Equivalently,

1 / cVi
- f(dx) £———, forz € (0, 00), 6.11)
Z J122/3.21 372

which proves the upper estimate using that [z/2, z] C [4z/9, 2z/3] U [2z/3, z].
Using J = f(O,L,,] xn(dx) in (6.8) as well as the definition of J; in (6.1)—(6.3)
we obtain

3
J=>"Jiz.8). =L, (6.12)
j=1
Integrating (6.12) with respect to z in [R, 2 R], using the upper estimate (6.9) as well
as Lemma 6.1 we obtain that for § > 0 sufficiently small depending only on y, A
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and on the constants c¢q, ¢; in (2.11)=(2.12), the following chain of inequalities
holds with A := C+/J and £< 7>

JR
—<Ja- 23A2)R§/ Ja(z, 8)dz
2 [R,2R]

g/ // K (x,y)xf (dx) f (dy)dz, RZLy.
[R.2R] J JQ;N%5(8)

A simple geometrical argument shows that there exists a constantb,0 < b < 1,

depending only on § (and therefore on y, A, ¢j and ¢;) such that |J (€2, N
z€[R,2R]

¥,(8)) C (VDR, R//b]?. (For a fixed z and (x,y) € €, N £»(8) one finds
(5‘1 + 1)_1z <x,y < 8~ 1z: thus for example b = % would suffice.) Moreover,

for every (x, y) € (v/bR, R/~/b]* we have xK (x, y)SCRY*!, with C depending
only on y, XA, c1 and ¢c3. Then

R 2
IR <crRY! ( f f (dx)) ,
2 (VBR,R//b]

whence 1/R [ 5z /5 f(dx)=CN/TJR™*+3/2 for R=L,. Thus (6.10) follows
after substituting R/~/b by z. O

In the next Corollary we obtain the moment estimates for a stationary injection
solution, when it exists.

Corollary 6.4. Suppose that Assumption 6.2 holds. Then we have the following
moment estimates:

a)fR*x“f(dx)<oo for ,u<VT+1,

b) fo x"T f (dx) = 0.

Proof. a) The boundedness of moments of order u for u < yTH has already been
obtained in the proof of Theorem 2.3 in Section 3 equation (3.61). Notice also that
a) is an easy consequence of (6.9) and Lemma 2.10.

b) Using the lower bound (6.10) and multiplying by z(*+3/2 we obtain

L
IR [ paose [ xR pan, 2L
(bz,z] (bz,z] \/Z

for some constant C > 0. In particular, for any natural number n satisfying
b > Ln/«/l—J and for z = b~ we have that C2v/J<C f(bl,n bn] x+D/2 £(dy).
Summing in n we finally obtain the result b). O

Remark 6.5. Notice that for y > 1 Corollary 6.4 a) implies that the first moment
fR* xf(dx) is finite. Therefore the stationary injection solutions can be interpreted
in this case as solutions having a finite number of monomers for which the source
of monomers 7 (x) is balanced with the flux of monomers towards infinity. This
is closely related to the phenomenon of gelation, which takes place for y > 1, in
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which it is possible to have solutions with a finite number of monomers having a
flux of monomers towards infinity. Notice that for y < 1 we have that fR* xf(dx)is
infinite. We further observe that the existence or non existence of stationary injection
solutions is independent of the corresponding kernels yielding mass conservation
or gelation.

Remark 6.6. We observe that for y > —1, Corollary 6.4 implies that the number
of clusters associated to the stationary injection solutions fR* f(dx) is finite and
Proposition 6.3 together with Lemma 2.10 yields the integral estimates

Clﬁ < < sz/j

= (dx)=
Zr+D27= 1 o) ! 7(v+1)/2

forz=L,,

where J = f(O,L,ﬂ xn(dx) and 0 < C;<C».

Remark 6.7. The result in Corollary 6.4 has been obtained in [12] in the case of
bounded kernels.

The next Corollary contains the estimates for a stationary injection solution in
the discrete case.

Corollary 6.8. Assume that K : N?> — Ry satisfies (5.3)- (5.5) and |y + 21| < 1.
Let s # 0 satisfy (5.2). Let (ng)52, be a stationary injection solution to (5.1) in
the sense of Definition 5.1. Then

2=

C1ﬁ<1 Z <C2ﬁ

:Z(y+3)/2 fOrallZst, (613)

Ny
aeNN[z/2,z]

where J = Za sq and the constants 0 < C1<C, are independent of s.
Proof. The results follow directly from Lemma 5.7 and Proposition 6.3. O

Finally we obtain that the solutions to the continuous problem when they exist
are measures in C¥(R ) provided that the source 1 and the kernel K are functions
in CK(R,) and that the derivatives of K satisfy some growth conditions.

Lemma 6.9. Suppose that Assumption 6.2 holds with n € L*°((0, 00)). Let Loz%
and0 < p < %. Assume that there exists A > 0 such that

/ f(dx)SAr (6.14)
[xo—r,x0+7]

Sfor all r<p and for all xy € [;11, Lo). Then there exists a constant B > 0 that
depends on Lo, n and A, but it is independent of r such that

f Fdx)SB(A” + |l )r (6.15)
[xo—r,x0+r]

for any xq € [4—1‘, Lo+ 11and r<p/2.
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Proof. Using (2.15), we obtain for all ¢ € C.(R,) that

1
/w(x)a(x)f(dX)=f w(X)n(dX)Jrf/ / Kx,y)ox+y) fdx)fdy),
R, R, 2 Jr, JR,

(6.16)
where

a(x) :fR K(x,y)f(dy). (6.17)

The continuity and the lower estimate for the kernel K (cf. (2.11) and (2.9)) imply
that a(x)2ar, > 0, forall x € [%, Lo + 1]. Using an approximation argument as
in Lemma 2.8, we may use in (6.16) a test function ¢ (x) = X[xy—r,xo+r](x). Using
the boundedness of n we obtain

/ F(dx)
[xo—r,x0+r]

1 1
s (2||n||Loor +3 /R /R K (62 %) Xpsgrag 16+ )£ (d¥) f (dy)) .
0 * *
(6.18)

We now use a geometrical argument to show that for every x¢ € [}1, Lo + 1] and
r< g there exists a set {£p}¢e; C Ry such that #I§% and

(. x4y —xlsri o,
Ltel

with Q¢ = [&¢ —2r, &0+ 2r] X [xo — & — 2r, x9 — &g +2r] and £, <x( forall £ € I.
This can be seen just locating points along the segment {(x,y) : x + y =
x0, x=0, y=0} givenby {(§¢, xo — &¢)}c; and such thatdist (éb {Ej}jel \ {ée}> =

r. Then, the union of the cubes Q cover the strip {(x, ) |x +y — xol Sr, x20, yiO} .
Using the boundedness of K for x=1, y=1 and x + y<Lo + 1 + 4§ as well as the
assumption f((0, 1)) = 0, we obtain

1
| fdns— (2||n||Loor+cZ// f(dx)f(dy)),
[xo—r.x0+7] UL Q¢

Lel

where C depends on K and Lg. Using (6.14) it follows that [/, o0, /@) f(dy)
<4A2%r2. Then, since #I < Lotl e get

r

1
| F@O=— (2lnllr +442C(Lo+ Dr).
[xo—r,x0+7] o

Lo

Hence (6.15) follows. |
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Proposition 6.10. Suppose that Assumption 6.2 holds with n € C((0, 00)). Then
S € C((0, 00)).

In addition, suppose that for some k=1 we have that n € Ck((0,)), K €
C*((0, 00)?) and that for every P > 1 there exists a constant C p such that

K
P (x,y)‘icp[y‘uy”k], Vx €[1, P], y € (0,00), 1=€Zk. (6.19)
X

Then f € C*((0, 00)).

Proof. Suppose that n € C((0, c0)). Using that f((0,1)) = 0 it follows that
f[xo_r’on] f(dx) = 0 forall xg € [1/8,1/2] and r<p = 1/8. Given any M >
1/8, it then follows from Lemma 6.9 that f[xo_r xo+r] f(dx)SCyr for any xo €
[1/8, M]andr<py and py; > O sufficiently small. Then, since every null set can be
covered by a countable union of intervals with arbitrary small lengths, we have that
f is absolutely continuous with respect to the Lebesgue measure. Thus f(dx) =
fdx for some f € LZ]OC(]R+). Moreover, f(xg) = lim"_)oéf[xo—r,xo—i-r] f(dx),
almost everywhere xo € R, whence f(x9)<Cy; almost everywhere xo € R,.
Hence f € L{° (R4). Using also the weak formulation (6.16) it follows that

loc

1 1 1~
) = = + 5 /0 K(x =y, )£ (= ) f )]

o(x)
x/2

1

= ——[n() + K=y, ) f(x—y)f(ydyl,
a(x) 0

with « given in (6.17). Then f € C((0, 0o0)) can be obtained by induction, taking

as starting point the fact that f(x) = 0 for 0<x<1. The fact that f € C*((0, 00))

ifn e Ck((0, 0)) and (6.19) follows in a similar manner. O

7. Convergence of Discrete to Continuous Model

We start by defining constant flux solution (cf. Section 2.1).

Definition 7.1. Assume that K : R2 — R, is a continuous function satisfying
(2.10) and (2.12). We will say that f € .#4 (0, 00) is a constant flux solution of
(1.3) with n = 0 if the following identity holds for some constant J =0 and for any
z>0:

/ / yK (x,y) f(dx) f(dy) = J. (7.1)
0.1 Jz=y.00)

Remark 7.2. Note that in Definition 7.1 we use measures f € .#4 (0, c0) and
therefore the measure can be unbounded in any interval of the form (0, a) for any
a > 0. Notice in particular that for a measure f € .#, (0, co) the left hand side
of (7.1) could be infinity.
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Our goal is to prove that for a large class of kernels K, g satisfying (5.3)-(5.5),
the stationary injection solutions to the discrete problem (5.1) can be approximated
for large cluster sizes by constant flux solutions of the continuous problem (1.3)
in the sense of Definition 7.1. Since we proved in Theorems 5.2-5.3 that stationary
injection solutions to (5.1) exist if and only if |y + 2A| < 1, we will assume this
condition in the rest of this Section. To this end, for each R > 0 we construct
stationary injection solutions fr to (1.3) with some suitable kernel Kz and ng
satisfying suppng C [1/R, L;/R] (cf. Remark 2.2).

Let K, g satisfy (5.3)-(5.5) with |y + 2A| < 1 and s satisfy (5.2). Let (ng)gen
be a discrete stationary injection solution to (5.1) in the sense of Definition 5.1. For
each R > 0, we define the measure fr € .Z (R,) by

fr(dx) = ROFTIZN " 5,80k (dx), (7.2)

a=1

and the continuous kernel K¢ : (R,)?> — R, by

o

Kr(x,y) =R Y Kuple(Rx—a)e(Ry—B)+c1 (Le(Rx) + Ce(Ry)) w(x, y)
a,B=1

’ (7.3)
where w denotes the weight function in (1.5), ¢ < 1/2, and ¢ is a continuous
nonnegative function satisfying ¢, (x) =0, |x|21/2+¢, ¢ (x) =1, |x|S1/2—¢
and affine in each interval (1/2 —¢,1/2+4¢) and (—1/2—¢, —1/2+¢). Moreover,
we define the source ng € .# (R,) with suppng € [1/R, L, /R] by

NR(dx) = R* Y su8a/r(dx). (7.4)

a=1

Lemma 7.3. The kernel K satisfies (2.9)-(2.12) with |y + 2A| < 1, uniformly in
R. The measure fg defined as in (7.2) is a stationary injection solution to (1.3) in
the sense of Definition 2.1 (cf. Remark 2.2) satisfying (2.14) and (2.15) with the
kernel K and the source ng given by (7.3) and (7.4) respectively.

Proof. We first notice that the function Ky is continuous, non-negative and sym-
metric as it is written as a sum of functions with the same properties. Next we will
show that K satisfies the growth bounds (2.11)-(2.12) with the same exponents
v, A of the discrete kernel K g. In particular these exponents satisfy |y + 2A| < 1.
Ifx < % ory < %, the second term in (7.3) is proportional to w(x, y) and thus it
provides a suitable lower bound. The upper bound also holds after possibly adjust-
ing ¢ in (5.5). Hence, we may assume x, yi% in the following. Foreach o, 8 € N,
we have from (7.3) that Kg(o/R, B/R) = R™7 K4 p. Therefore Kg(x, y) satisfies
(2.11)-(2.12) for x = «/R and y = /R uniformly in R due to the assumption on
Kyp (5.4)-(5.5).Forx € [(@ —1/2)/R, (@ +1/2)/R], y € [(B—1/2)/R, (B +
1/2)/R] we have that 1 R™Y Ko g<Kg(x, y)SR™ > i j=—1.0.1 Ka+i,p+j, Where
we set Ko j = Kj o =0, for j € N. This implies together with the bounds (5.4)-
(5.5) and the monotonicity properties of w, that there exist positive constants ¢
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and ¢, that are independent of R and such that Kg(x, y) satisfies (2.11)-(2.12),
which concludes the first part of the Lemma.

Next we substitute the expressions for fr, Kr and ng in the weak formulation
(2.15) and perform a change of variables £ = Rx and # = Ry. We then obtain an
expression where all the terms are multiplied by the same factor R. Using then that
form e N, ¢;(m) =1, m = 0 and ¢.(m) = 0, m # 0 we obtain that the weak
formulation of the continuous problem (2.15) reduces to the weak formulation of
the discrete problem (5.7). O

Theorem 7.4. Let Ky g : N?2 — Ry be a kernel satisfying (5.3)-(5.5) with |y +
2\ < 1 and let the sequence s = (Sq)aeN satisfy (5.2). Let (ng)q be a solution of
the stationary problem (5.1) in the sense of Definition 5.1. Let fr, Kgr and ng be
as in (1.2), (7.3) and (7.4), respectively. Assume that there exists K € C((RY?)
such that Kg — K as R — oo uniformly on compact sets of (0, 00)%. Consider
the family of stationary injection solutions defined above (fr)r=o. Then for any
sequence (R;),en such thatlim,_, oo R, = o0 there exists a subsequence (R, )keN
and f € .#(0, 0o) (that might depend on the subsequence) such that

Yo € C:(0, 00), / (p(x)fRnk (dx) — / @ (x) f(dx) ask — oo (7.5)
R, R,

and f is a constant flux solution to (1.3) in the sense of Definition 7.1 with J =

Yoo | asq.

Remark 7.5. Note that a priori we may expect that the only constant flux solutions
in the sense of Definition 7.1 are power laws. We will see in [20] that there are
homogeneous kernels K that satisfy the upper and lower bounds (2.11)—(2.12) for
which this is not true. Therefore the limit measure f can be different for different
subsequences ( f,, ) in (7.5).

Remark 7.6. The assumption Kg — K as R — oo means that the discrete kernel
K p behaves like the continuous kernel K for large values of , B. For instance,

in the case of the kernel Ky g = “;F + %, the function K defined by means
of (7.3) converges to K (x, y) = X;AH + y;rk as R — oo. A large class of kernels

K g for which the convergence Kg — K as R — oo takes place can be obtained
just restricting a continuous homogeneous kernel K = K (x, y) to integer values,
ie Kyp=K (o, B) fora, B € N.

Proof of Theorem 7.4. Using the expression (7.2) for fg and the upper estimate
in Corollary 6.8 we obtain

1 R+3)/2 T
_/ fR(dx)ch— Z naé(VT\é)—/z’ z>0 (7.6)
2 JIz/2.2] w€[Rz/2,Rz] <

for some positive constant C independent of R. Note that this estimate is valid
for Rz=1 and for 0 < Rz < 1 is automatic because the sum is empty. There-
fore { fr|, }r>0 is precompact in .Z (K) for any K C (0, o0) compact, where



Stationary Non-equilibrium Solutions... 871

|k denotes the restriction to K. Given a sequence of compact sets in (0, 00),
I, = [27",2"] we then obtain using a diagonal sequence argument, that there
is a subsequence of measures ( fRnk )ken and a measure f € .#4 (R ) such that
(7.5) holds. Moreover,

1 / cVJ
- fAO)E ——55. 2> 0. (1.7)
2 Jiz2.2 z(r+3)/2

Now we prove that f is a constant flux solution in the sense of Definition 7.1.
For any test function ¢ € C.(0, 00), since fr is a stationary injection solution, we
have from Lemma 2.8 that fr satisfies

/ dzw(Z)/ / Kg(x, y)xfr(dx) fr(dy) = J/ dze(2),
(Ly/R,00) 0,z] J(z—x,00) (Ly/R,00) (7 8)

where J = f(O,oo) xngr(dx) = Y ol asq > 0 is independent of R. We now
rewrite using the domain of integration €2, defined in (6.1) as well as the domains
¥1(8), X2(8) and ¥3(8) for § > 0 defined in (6.2). We use also the partial fluxes
Jj, j =1,2, 3 defined in (6.3). In order to make explicit in these fluxes the depen-
dence on the kernel K and the measure f, we will rewrite them as J;(z, §; K, f)
in the rest of this proof. Therefore (7.8) becomes

3
Y aeeneskefo=d [ @@ 09
j=1 (Ly/R,00)

(Ly/R,00)

for any ¢ € C.(0, 00).

Let ¢ > O arbitrarily small. Since the kernels Kz, R=1 satisfy the Assump-
tion 6.2 with ¢q, ¢ in (2.11)-(2.12) independent of R, we can apply Lemma 6.1
combined with (7.6) to obtain

/ dze(2)Jj(z,8; KR, frR)| =CeJ @l 1%(0,00)5 (7.10)
ey @R

where C > 0 is independent of R.

For every compact set K C (0, co) we have that | (22(8) N €2;) is bounded.
zeK
Then using (7.5) and using that limz_, o, Kgp = K uniformly on compact sets of

(0, o0) and that ¢ is compactly supported, we obtain

lim dze(2)Ja(z, 8; KR, fr,) = / dz(2)J2(z, 8; K, f)

=00 J(0,00) (0,00)

for any test function ¢ € C.(0, 00). Then using (7.9)-(7.10) we arrive at

SCeJllellL*0,00)-

‘/ dze(2)2(z,8; K, f) — Jf dze(z)
(0,00) (0,00)
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Using Lemma 6.1 and (7.7) again, we deduce that

/ dz2p(2) 7 (2. 8. K. )| SCeTlloll 1 0.00)-
jet1,3)7 (0.0

whence

/ dZ(ﬂ(Z)/ / K(x, y)xf(dx) f(dy) — Jf dze(z)
(0,00) (0,z] J (z—x,00) (0,00)
SCeJllellLe,00)

for any ¢ € C.(0, 00). Then since ¢ is arbitrary small and ¢ is an arbitrary test
function, f is a flux solution in the sense of Definition 7.1 and the result follows. O

Remark 7.7. We notice that, arguing as in the proof of Theorem 7.4, if K : ]Rf6 —
R, satisfies (2.10)-(2.12) and f € .#5 (0, c0) is a constant flux solution in the
sense of Definition 7.1, then (7.7) holds; in particular,

1 / CcJJ
- fAx)S ——=—=, z>0.
2 J[z/2,7] Z(V+3)/2
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