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A B S T R A C T

Computational electromagnetic problems require evaluating the electric and magnetic fields of the

physical object under investigation, divided into elementary cells with a mesh. The partial element

equivalent circuit (PEEC) method has recently received attention from academic and industry com-

munities because it provides a circuit representation of the electromagnetic problem. The surface

formulation, known as S-PEEC, requires computing quadruple integrals for each mesh patch. Several

techniques have been developed to simplify the computational complexity of quadruple integrals but

limited to triangular meshes as used in well-known methods such as the Method of Moments (MoM).

However, in the S-PEEC method, the mesh can be rectangular and orthogonal, and new approaches

must be investigated to simplify the quadruple integrals. This work proposes a numerical approach

that treats the singularity and reduces the computational complexity of one of the two quadruple inte-

grals used in the S-PEEC method. The accuracy and computational time are tested for representative

parallel and orthogonal meshes.

1. Introduction1

Computational electromagnetics (CEM) problems require2

meshing geometrical objects by discretizing the physical ge-3

ometry into elementary cells or patches. Galerkin bound-4

ary element methods (BEM), such as the Method of Mo-5

ment (MoM) [1] and the Partial Element Equivalent Circuit6

(PEEC) method [2] require the discretization of the object7

and not of the surrounding medium because they are based8

on the integral formulation of Maxwell’s equations adopting9

the volume or surface equivalence principles and the concept10

of Green’s function [3]. The currents and charges are dis-11

cretized by using suitable basis functions defined on spatial12

supports which can be either triangle cells, as in MoM [1],13

or parallelepipeds and rectangular cells, commonly used in14

the PEEC method based on the volume equivalence principle15

[2]. The PEEC method, based on the volume principle, re-16

sults in many unknowns requiring both memory and compu-17

tational power. Techniques such as the fast multipole method18

and multi-function techniques [4, 5], or the waveform relax-19

ation method [6] aim to accelerate the solution of the integral20

equations involved. Other approaches base on model order21

reduction (MOR) techniques [7, 8] to reduce the complexity22

of the equivalent circuits and, hence, speed up the simula-23

tion. Reduced-order macro and micro modeling techniques24

of PEEC models have been proposed in [9, 10, 11, 12, 13].25

The surface equivalence principle represents an alterna-26

tive to the techniques mentioned above because it allows re-27

ducing the number of unknowns by discretizing merely the28
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object surface, divided into elementary cells of zero thick- 29

ness, that we call patches in the following. Among different 30

types of surface formulations [14], the PEEC formulation 31

based on the surface equivalence principle is referred to as 32

S-PEEC [15, 16]. As in other Galerkin boundary element 33

methods, the surface integral equations (SIEs) require the 34

evaluation of double surface integrals, called quadruple or 35

4D integrals that involve the Green’s function of the prob- 36

lem. The accuracy of the solution depends on the quality of 37

the mesh and the accuracy in the computation of the inte- 38

grals. In this work, we are interested in the second aspect 39

only. The computational complexity of the integrals solved 40

for the patches may cause a bottleneck in the solution due to 41

the large computational time and memory required - the so- 42

called "curse of dimensionality" [17, 18]. In fact, each single 43

integral requires a certain amount of quadrature points, de- 44

pending on the desired accuracy, with a rapid escalation of 45

time and memory resources. 46

Moreover, the accuracy depends on the numerical evalu- 47

ation of singular integrals. The kernel of the integrals is de- 48

fined with Green’s function, which becomes singular when 49

the observation point and the source point coincide. This 50

condition happens for coincident or close patches surfaces, 51

challenging the numerical evaluation of the integrals. In this 52

paper, we only consider integrals that show a weak singular- 53

ity. The work in [19] provides a general overview of integral 54

equations and accuracy of numerical evaluation of singular 55

integrals in the context of the MoM. Typical techniques used 56

for singular integrals are the singularity subtraction tech- 57

nique (SST), singularity cancellation methods, direct eval- 58

uation method, polar-coordinate transformation, or Duffy’s 59

transformation methods. Each method must be tailored to 60
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the basis function and geometry under investigation.61

Additionally, the decoupling of the charge and currents,62

as done in the MoM, causes singularity of the system ma-63

trix and an unstable solution at low frequency. A typical64

remedial technique for this problem is the loop-star decom-65

position [20], which allows the decomposition of the sur-66

face current into a solenoidal part and a nonsolenoidal re-67

mainder. In [21] both currents and charges are used along68

with both the electric and magnetic field integral equations69

(EFIE and MFIE, respectively) and formulate a frequency-70

stable integral for conductive and dielectric objects analyzed71

through MoM. The PEEC method inherits the beneficial ef-72

fect of considering both currents and charges when it is for-73

mulated in the modified nodal analysis (MNA) form [22], as74

clearly shown in [23]. More recently, a rigorous DC solution75

of PEEC models has been presented in [24].76

Several approaches in literature aim to manipulate the in-77

tegrals so that their computation is faster and their solution is78

still accurate. In [25], the authors solve the surface integrals79

by resorting to the surface divergence theorem, together with80

a reordering of the integration order. However, the results81

are tailored for triangular surfaces, as further investigated82

in [18], where the authors propose a similar approach for83

general-case surfaces but limiting the analysis to the electro-84

static case. In [26], the quadruple integrals in flat triangular85

patches are rewritten as the sum of regular integrals by intro-86

ducing relative coordinates, followed by a generalized Duffy87

transform that removes the weak singularity. For triangles88

sharing the same face, the method admits an analytic solu-89

tion. The work in [27] proposes an extension of [26], with a90

full numerical quadrature scheme that is not specialized for91

a particular integral kernel. The problem of evaluating the92

Green’s function integrals in triangular patches is also ad-93

dressed in [28], where the authors exploit a polar-coordinate94

transformation and a mixed analytic and numerical quadra-95

ture that mitigates the singularity and increases the accu-96

racy of the integral computation. For the S-PEEC method97

with rectangular mesh, some first attempts in this direction98

have been made in [29, 30]. In [29], the Taylor expansion of99

the exponential term in the Green’s function allows a com-100

plete analytic formulation of both the self-interaction and101

the mutual-interaction integrals. However, the accuracy de-102

pends on the Taylor expansion order, and the method suffers103

when used for lossy materials in the low-frequency range.104

The paper [30] proposes a novel semi-analytical approach for105

the self-interaction integrals over rectangles. The technique106

is based on the mathematical manipulation of the integral107

that is firstly converted into a two-dimensional (2D) integral,108

then into a one-dimensional integral by transformation into109

polar coordinates. This transformation not only reduces the110

computational complexity of the original integral, but has111

the advantage of handling the singularities, resulting into a112

stable and efficient integration.113

In this work, we follow a similar approach as in [30] but114

extending it to the mutual-interaction integrals used in the S-115

PEEC method. In fact, in [30] only the local behavior of the116

integrals has been considered, i.e., all calculations were done117

for the 2D case. In the present paper, we generalize these 118

results to the 3D case and consider different spatial configu- 119

rations and aspect ratios. We provide the decomposition of 120

the 4D integral into single or double integrals, for a rectangu- 121

lar and orthogonal mesh, by resorting to suitable change of 122

variables and transformation into polar or cylindrical coordi- 123

nates. We divided the analysis into two geometrical cases for 124

rectangular patches in an orthogonal mesh: rectangles par- 125

allel and orthogonal to each other. For the parallel case, we 126

show how to decouple the quadruple integrals into single in- 127

tegrals by conversion to relative coordinates, a suitable inter- 128

change of the order of integration, and a transformation into 129

polar coordinates. For the orthogonal case, similar reason- 130

ing is used to decompose the quadruple integral into the sum 131

of single and double integrals. The resulting integrals are 132

solved by using the Gauss-Kronrod quadrature formula, with 133

a transformation of weaken endpoint singularities [31, 32]. 134

Table of notation 135

Bold quantities represent either field quantities or vectors. 136

137

G Green’s function

� phase constant (scalar) rad∕m

r radius vector of observation point (x, y, z)
r
′ radius vector of source point (x′, y′, z′)
R Euclidean distance defined as |r − r

′| m

Π′ source domain (x′, y′, z′) ∈ Π′

Π observation domain (x, y, z) ∈ Π

dz Π,Π′-distance, parallel case m

! angular frequency rad∕s

� permeability H∕m

" permittivity F∕m

� conductivity S∕m

� Relative error

138

2. Mathematics preliminary 139

The solution of an electromagnetic scattering problem com- 140

monly requires to compute vector and scalar potentials that 141

are described in terms of Green’s function. In a scattering 142

problem, the scatter, normally a conductor, is immersed into 143

a surrounding medium, typically free space or lossless di- 144

electric. Similar to other EM methods for scattering prob- 145

lems, in the S-PEEC method the surface of the object is dis- 146

cretized into rectangular patches. For each patch, the surface 147

electric and magnetic currents and charges are computed by 148

integrating the Green’s function of the problem and its curl 149

over the pertinent domain [29]. In particular, the S-PEEC 150

method requires the computation of the integral 151

I = ∫S ∫S′

G(r, r′)dS′dS (1)

with r ∈ S, r′ ∈ S′ and S, S′ ⊂ ℝ
3

used in the solution of the surface Electric Field Integral

Equation (s-EFIE) and Magnetic Field Integral Equation (s-

MFIE) [3]. For a given source located at point r′ = (x′, y′, z′)
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on the elementary surface S′, the Green’s function G repre-

sents the spatial impulse response of the system (scatter plus

surrounding)at point r = (x, y, z), located on the elementary

surface S, and is defined as

G(r, r′) =
e−j�|r−r′|
|r − r

′| =
e−j�R

R
(2)

where R is the Euclidean distance defined as |r− r
′|. The �

is the phase constant at an angular frequency !, given by

� = !

√
�0�r"0

(
"r +

�
j!"0

)
(3)

with �0, �r, "0, "r the vacuum and relative permeability, and152

vacuum and relative permittivity, respectively, and � the con-153

ductivity of the medium. The Green’s function has a weak154

singularity because G(r, r′) ∼  (
1∕|r − r

′|). Integrals in155

this form are often referred to as "interaction integrals" be-156

cause they describe the interaction between two patch sur-157

faces S and S′. The two surfaces are immersed in ℝ
3, and158

the integrals are quadruple integrals because they are eval-159

uated on both surfaces. Integral (2) can be computed nu-160

merically by resorting to numerical quadrature routines that161

have, however, a demanding computational complexity, es-162

pecially for electrically large geometries. In this work, we163

describe how to manipulate the 4D integrals into a sum of164

several elementary integrals, either single integrals or dou-165

ble integrals. The quadruple integrals can be decomposed166

into a sum of elementary integrals by conversion to relative167

coordinates and a suitable interchange of the order of inte-168

gration. In the following, we will work on the two possible169

patch configurations, namely when two patch surfaces are170

either parallel or orthogonal to each other.171

3. Decomposition of the quadruple integral -172

Parallel surfaces173

Figure 1 shows two parallel rectangles in the 3D space:

Π =
{
(x, y, z) ∈ ℝ

3| x1 ≤ x ≤ x2, y1 ≤ y ≤ y2, z = z1
}

Π′ =
{
(x′, y′, z′) ∈ ℝ

3| x3 ≤ x′ ≤ x4, y3 ≤ y′ ≤ y4, z
′ = z2

}

The third component z on both surfaces is fixed, and the in-

tegral in (2) is written as

Ip = ∫Π ∫Π′

1

R
e−j�Rdy′dx′dy dx (4)

where the subscript "p" is for "parallel", and the Euclidean

distance R is defined as

R =

√
(x − x′)2 + (y − y′)2 + d2z (5)

where dz = |z1 − z2| is the fixed distance between the two

surfaces. An important property of (4) is that the integrand

merely depends on the absolute difference of the arguments,

and

1

R
e−j�R = f (|x − x′|, |y− y′|).

Figure 1: Two generic parallel rectangles.

In the following, we explain how to exploit this property to

simplify the evaluation of the integral by changing the vari-

ables x′ → x− x′, y′ → y− y′, and by integrating explicitly

over x and y. To facilitate the understanding, we start by

considering the 1D-case, i.e. the integral of the form

Ix = ∫
x2

x1
∫

x4

x3

f (|x − x′|) dx′dx . (6)

Change of variable As first step, we make a change of

variable x′ → x̂ = x − x′. The integral in eq. (6) can be

written as:

Ix = ∫
x2

x1
∫

x−x3

x−x4

f (x̂) dx̂ dx . (7)

The integration limits for x̂ depend on x, which is an unwel- 174

come result. However, the f (x̂) does not formally depend on 175

x; therefore, a proper change of order of integration solves 176

the problem, by allowing integrating first with respect to x, 177

and then with respect to x̂. 178

179

Change of the integration order We start by considering

the case |x2 − x1| < |x4 − x3|. Note that the procedure be-

low does not depend on mutual arrangement ofΠ andΠ′, i.e.

possible spacial intersections do not affect the analysis. The

understanding of the next steps is supported by the graphi-

cal representation of the integration region of integral (7) as

depicted in Fig. 2. The y axis shows the different values of

x̂ at the intersection points with the lines x− x̂3 and x− x̂4.

Integral (7) can be evaluated as a sum of 3 integrals, for the

regionsR1, R2, andR3 as visualized in Fig. 2, where regions

R1 and R3 are triangles, and R2 is a rectangle, as follows:

∫
x2

x1
∫

x−x3

x−x4

f (x̂) dx̂ dx = ∫
x2−x4

x1−x4
∫

x̂+x4

x1

f (x̂) dx dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R1
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Figure 2: Integration region for the integral (7), |x2 − x1| <
|x4 − x3|, where x is on the x-axis and x̂ on the y-axis.

+ ∫
x1−x3

x2−x4
∫

x2

x1

f (x̂) dx dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R2

+∫
x2−x3

x1−x3
∫

x2

x̂+x3

f (x̂) dx dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R3

.

(8)

By integrating with respect to x, the integral (8) can be writ-

ten as the sum of 3 single integrals:

∫
x2

x1
∫

x−x3

x−x4

f (x̂) dx̂ dx = ∫
x2−x4

x1−x4

f (x̂)(x̂ + x4 − x1) dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R1

+ (x2 − x1)∫
x1−x3

x2−x4

f (x̂) dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R2

+∫
x2−x3

x1−x3

f (x̂)(x2 − x̂ − x3) dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R3

.

(9)

Remark If |x4 − x3| < |x2 − x1|, i.e. Π is larger than180

Π′, the integration domain has another form, as depicted in181

Fig. 3. However, the integrand f depends only on the abso-182

lute value of the difference x − x′; this allows x-swapping183

Π ↔ Π′. Therefore, f (x − x′) = f (x′ − x) and the case184

|x4−x3| < |x2−x1| can be treated as |x2−x1| < |x4−x3|.185

186

Carrying out the same reasoning for the y variable, the 4D

integral (4) can be finally written as the sum of 9 double

integrals as in eq. (10), where the constants are defined in

Table 1. The evaluation of integral (10) requires the solution

of the following 3 main types of double integrals:

Ip1,Rij
= ∫

m2

m1
∫

n2

n1

f (x̂, ŷ) dŷ dx̂ (11a)

for Rij with i = j = 2,

Ip2,Rij
= ∫

m2

m1
∫

n2

n1

(x̂ + K)f (x̂, ŷ) dŷ dx̂ , (11b)

for Rij with i = 1, 2, 3 and j = 1, 2 i ≠ j,

Figure 3: Integration region for the integral (7), |x2 − x1| >
|x4 − x3|, where x is on the x-axis and x̂ on the y-axis.

Ip3,Rij
= ∫

m2

m1
∫

n2

n1

(x̂ +K)(ŷ +Q)f (x̂, ŷ) dŷ dx̂ , (11c)

for Rij with i = 1, 3 and j = 1, 3 ,

where the generic integration extremes m and n are the X 187

and the Y extremes, respectively, of the corresponding inte- 188

gral type in (10). The subscript Rij will be omitted unless 189

necessary. 190

3.1. Polar coordinates and radial behavior - 191

parallel surfaces 192

The integrand (4) has radial nature and a singularity of the 193

order 1∕R. With this respect, the transformation into polar 194

coordinates simplifies the evaluation of (4) and also treats 195

the singularity mentioned above. In the following, we study 196

the transformation of the 3 integrals Ip1, Ip2, and Ip3 into the 197

polar coordinate system. 198

3.1.1. Evaluation of Ip1 199

The integral Ip1 in (11a) can be rewritten in polar coordi-

nates. By posing

x̂ = � cos(�) , ŷ = � sin(�) (12)

with � =
√
x̂2 + ŷ2 and � = arctan

(
ŷ
x̂

)
, we can write

Ip1 = ∫
m2

m1
∫

n2

n1

f (x̂, ŷ) dŷ dx̂ = ∫D�
∫D�

f (�) � d� d� ,

(13)

where the transformed function f (�) is

f (�) =
e
−j�

√
�2+d2z√

�2 + d2z

(14)

and D� and D� are radial and angular domains to be speci-

fied. The aim is to integrate first with respect to � and obtain:

Ip1 = ∫D�

f (�)�d� ⋅ �
|||||

�2(�)

�1(�)

(15)
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∫Π ∫Π′

f (x, y, x′, y′) dx′ dy′ dx dy = ∫
X2

X1
∫

Y2

Y1

f (x̂, ŷ)(x̂ +K1)(ŷ +Q1) dŷ dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R11

+Q2 ∫
X2

X1
∫

Y3

Y2

f (x̂, ŷ)(x̂ +K1) dŷ dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R12

+ ∫
X2

X1
∫

Y4

Y3

f (x̂, ŷ)(x̂ +K1)(Q3 − ŷ) dŷ dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R13

+K2 ∫
X3

X2
∫

Y2

Y1

f (x̂, ŷ)(ŷ +Q1) dŷ dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R21

+K2Q2 ∫
X3

X2
∫

Y3

Y2

f (x̂, ŷ) dŷ dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R22

+K2 ∫
X3

X2
∫

Y4

Y3

f (x̂, ŷ)(Q3 − ŷ) dŷ dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R23

+∫
X4

X3
∫

Y2

Y1

f (x̂, ŷ)(K3 − x̂)(ŷ +Q1) dŷ dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R31

+Q2 ∫
X4

X3
∫

Y3

Y2

f (x̂, ŷ)(K3 − x̂) dŷ dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R32

+ ∫
X4

X3
∫

Y4

Y3

f (x̂, ŷ)(K3 − x̂)(Q3 − ŷ) dŷ dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R33

(10)

Table 1

Constants used in eq. (10) for the parallel case.

X1 = x1 − x4 Y1 = y1 − y4 K1 = x4 − x1 Q1 = y4 − y1
X2 = x2 − x4 Y2 = y2 − y4 K2 = x2 − x1 Q2 = y2 − y1
X3 = x1 − x3 Y3 = y1 − y3 K3 = x2 − x3 Q3 = y2 − y3
X4 = x2 − x3 Y4 = y2 − y3

where the radial domain D� does not depend on � and is200

fixed. In the following, we describe how to compute the in-201

tegral and define corresponding (�, �)-limits of integration202

by mainly resorting to graphical representation. We will fo-203

cus on a basic case to extend the same reasoning to all pos-204

sible scenarios. The basic rectangular case has height l1 and205

width l2, with l1 < l2, as depicted in Fig. 4.

Figure 4: The basic rectangular case with l1 < l2 and polar
coordinates.

206

Integration regions based on � The radial integration is

the outer integration; therefore, the �-limits in integral (15)

are expected to be fixed. In the basic rectangular case de-

picted in Fig. 4 we can identify 3 domains R1, R2 and R3

that constitute the rectangle and allow �-independent choice

ofD� (corresponding radius �i for i = 1, 2, 3 is showed in the

figure with a dotted line). The integral (15) can be written

as a sum of 3 single integrals:

Ip1 = ∫
l1

0

f (�) � d� ⋅ �
|||
�
2

0

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R1

+∫
l2

l1

f (�) � d� ⋅ �
|||
�2

0

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R2

+ ∫
√

l2
1
+l2

2

l2

f (�) � d� ⋅ �
|||
�2

�3

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R3

. (16)

The radius � and angle � for the three regions Ri of the rect-

angle vary in intervals as as defined in Table 2. Note that

only integral Ip1,R1
admits a closed form solution as:

Ip1,R1
=

�
2 ∫

l1

0

�√
�2 + d2z

e
−j�

√
�2+d2zd�

with u →
√

�2 + d2z , du →
�√

�2 + d2z

d�

=
�
2 ∫

√
l2
1
+d2z

dz

e−j�udu =
�
2

(
j

�
e−j�u

|||
√

l2
1
+d2z

dz

)

= j
�
2�

(
cos

(
�
√

l2
1
+ d2z

)
− j sin

(
�
√

l2
1
+ d2z

)

cos
(
�dz

)
+ j sin

(
�dz

))
.

Basic rectangular case for l1 > l2 in Ip1 Similarly as it 207

was done for the surfaces Π and Π′ when Π was larger than 208

Π′, this case can be easily handled as the basic rectangle with 209

l1 < l2 by exchanging the x and y coordinates. 210
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Table 2

Radial distances d and angles � of the three regions Ri for the
basic rectangular case in Fig. 4.

�1(x̂) x̂ ∈ [0, l1] � ∈
[
0, �∕2

]

�2(x̂) x̂ ∈ [l1, l2] � ∈
[
0, �2

]
, �2 = arctan

(
l1√
�2−l2

1

)

�3(x̂) x̂ ∈

[
l2,

√
l2
1
+ l2

2

]
� ∈

[
�3, �2

]
, �3 = arctan

(√
�2−l2

2

l2

)

3.1.2. Generalization of the integral Ip1 in cylindrical211

coordinates212

The integral (16) is valid for a rectangle with the lower left213

corner in (0, 0), lying in the first quadrant, and l1 < l2. In214

this section, we show how to generalize it for all possible215

configurations, under the assumption that l1 < l2, because216

the case of l1 > l2 can be handled how explained in the217

previous section.218

Rectangle placed in the first quadrant We recall that our

goal is to write the general integral (11a), hereby reported for

convenience

Ip1 = ∫
m2

m1
∫

n2

n1

f (x̂, ŷ) dŷ dx̂ (17)

in polar coordinates, by using the formula (16). We con-

sider a rectangular surface Π placed in the first quadrant and

whose lower-left corner is in the generic point (m1, n1), and

whose higher-right corner is in the generic point (m2, n2).
The surface lies in the first quadrant, therefore:

m1 > 0 , m2 > 0 , n1 > 0 , n2 > 0 . (18)

As mentioned, we can focus on rectangles whose height is

less the width (l1 > l2 in the previous section), therefore we

can safely assume that n2−n1 < m2−m1. The main surface

Π is depicted in Fig. 5. We can observe that the first quad-

rant is subdivided into 4 rectangles with lower left corner in

(0, 0). Therefore, the integral on Π can be computed as the

sum of four integrals for each of the rectangles that have the

lower-left corner at point (0, 0) and the higher-right corner

respectively at (m2, n2), (m1, n2), (m2, n1), and (m1, n1). For-

mula (16) can be used to each of these rectangles. In fact,

by indicating with [mi, ni] the aforementioned rectangles, for

i = 1, 2, the integral Ip1 of S can be written in polar coordi-

nates as:

Ip1 = I
[m2,n2]

p1
− I

[m1,n2]

p1
− I

[m2 ,n1]

p1
+ I

[m1,n1]

p1
. (19)

where the integrals I
[mi,ni]

p1
are computed as in (16) by using

the position l1 = mi and l2 = ni for the integration extremes.

Note that the equation (16) is valid only if n2−n1 < m2−m2,

which requires that the 4 rectangles identified in Fig. 5 are

such as:

n1 < m1, n1 < m2, n2 < m1, and n2 < m2 . (20)

Figure 5: Surface Π in the first quadrant, n2 − n1 < m2 − m1.

If this condition does not hold and one of the rectangles is 219

taller than wider, we have to switch the x and y coordinates 220

as mentioned in the previous section. Summarizing, equa- 221

tion (19) holds true when the following 3 conditions are met: 222

1. m1 > 0 , m2 > 0 , n1 > 0 , n2 > 0 ; 223

2. n2 − n1 < m2 − m1 ; and 224

3. n1 < m1, n1 < m2, n2 < m1, and n2 < m2 . 225

Although equation (19) may seem unnecessarily complicated, 226

on the contrary, it allows unifying the formula for all possi- 227

ble configurations. With a switch of coordinates when nec- 228

essary and adopting proper sign management, we can bypass 229

all the three conditions mentioned above, as clarified in the 230

next section. 231

Ip1 and sign management Equation (19) can be applied

to all possible configurations by taking care of the signs of

the integration extremes, as:

Ip1 = sm1
sn1I

[m2 ,n2]

p1
− sm2

sn1I
[m1 ,n2]

p1

− sm1
sn2I

[m2,n1]
p1

+ sm2
sn2I

[m1 ,n1]
p1

(21)

where smi
and sni for i = 1, 2 are defined as sgn(mi) and

sgn(ni) respectively, and the sgn function defined as:

sgn(x) =

{
1 if x ≥ 0

−1 if x < 0
.

The central value of this formula is that it allows comput- 232

ing the integral Ip1 for all possible plane configurations. In 233

the following, we clarify the formula with the aid of 3 main 234

scenarios, depicted in Fig. 6, being all others easily implied 235

from them. 236

Case 0 In "Case 0", the plane is located in the first quadrant. 237

Equation (21) reads as (19). 238

Case 1 In "Case 1", the plane is located between the first 239

and the fourth quadrant. The partial rectangle that has the 240

upright corner at point (m2, n1) must be summed, and the 241

one that has the upright corner at point (m1, n1) must be sub- 242

tracted. Equation (21) correctly applies by taking into ac- 243

count the negative sign of n1. 244
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Figure 6: Three scenarios that are used to clarify the sign
management used in eq. (21)

Case 2 In "Case 2", equation (21) would account for the

negative sign of n1 and n2, and it reads as:

Ip1 = −I
[m2,n2]

p1
+ I

[m1,n2]

p1
+ I

[m2,n1]

p1
− I

[m1,n1]

p1
. (22)

This equation is the same as found for "Case 0", but with a

negative sign. However, the original integral

Ip1 = ∫
m2

m1
∫

n2

n1

f (x̂, ŷ) dŷ dx̂ (23)

has a negative sign as well, because n1 > n2, therefore its

inner extremes are switched and the sign changed, as

Ip1 = −∫
m2

m1
∫

n1

n2

f (x̂, ŷ) dŷ dx̂ . (24)

Therefore, by taking into accout the negative sign in eq. (24),245

the eq. (22) will read as for "Case 0" as expected. All other246

cases are similarly treated. Algorithm 1 describes the steps247

for the computation of Ip1 as pseudo-code.248

3.1.3. Evaluation of Ip2249

Ip2 is hereby rewritten for convenience:

Ip2 = ∫
m2

m1
∫

n2

n1

(x̂ +K)f (x̂, ŷ) dŷ dx̂ . (25)

The polar transformation in (12) allows writing Ip2 in polar

coordinates as

Ip2 = ∫D�
∫D�

(� cos � +K)f (�) � d� d�. (26)

We can first integrate with respect to � and obtain

Ip2 = ∫D�

(
K�

|||
�2(�)

�1(�)
+ � sin �

|||
�2(�)

�1(�)

)
f (�) � d� (27)

Algorithm 1: Evaluation of Ip1 as per eq. (21)

Data: Integration extremes m1, m2, n1, n2
Result: Ip1

1 sm1
= sgn(m1);

2 sm2
= sgn(m2);

3 sn1 = sgn(n1);

4 sn2 = sgn(n2);

5 for i ← 1 to 2 do

6 for j ← 1 to 2 do

7 if mi < nj then

8 if |mi| ≤ 0 then I
[mi,nj ]

p1
⟵ 0;

9 else

10 Exchange x and y coordinates,

nj ⟵ mi ;

11 Compute the sub-integrals I
[mi,nj ]

p1
as

per eq. (16);

12 end

13 else

14 if |mi| ≤ 0 then I
[mi,nj ]

p1
⟵ 0;

15 else Compute the sub-integrals I
[mi,nj ]

p1

as per eq. (16);

16 end

17 end

18 end

19 Ip1 = sm1
sn1I

[m2,n2]

p1
− sm2

sn1I
[m1,n2]

p1
−

sm1
sn2I

[m2,n1]

p1
+ sm2

sn2I
[m1,n1]

p1
;

20 return Ip1;

where D� ≠ D�(�) does not depend on � and is fixed. As 250

similarly done for Ip1 to get the equation (16), it is possible 251

to show that 252

Ip2 = ∫
l1

0

(
K�

|||
�
2

0
+ � sin �

|||
�
2

0

)
f (�)� d�

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R1

+ ∫
l2

l1

(
K�

|||
�2

0
+ � sin �

|||
�2

0

)
f (�) � d�

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R2

+ ∫
√

l2
1
+l2

2

l2

(
K�

|||
�2

�3
+ � sin �

|||
�2

�3

)
f (�) � d�

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R3

(28)

with the same definitions for the integration extremes as given 253

in Table 2. This result is valid if l1 < l2. For Ip2, the case 254

for l1 > l2 requires further attention. 255

Basic rectangular case for l1 > l2 in Ip2 As similarly

done for Ip1, also for Ip2 we can interchange the coordinates.
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However, this means that

x̂ = � sin(�), and ŷ = � cos(�).

Therefore, the integral is written as

Ip2 = ∫D�
∫D�

(� sin � +K)f (�) � d� d�

= ∫D�

(K�
|||
�2(�)

�1(�)
− � cos �

|||
�2(�)

�1(�)
)f (�) � d� (29)

In the following, the above integral Ip2 for l1 > l2 will be

called as "Ip2- type 2"; consequently, the integral Ip2 for

l1 < l2 will be called as "Ip2- type 1". For "Ip2- type 2",

the equation (28) becomes:

Ip2 = ∫
l1

0

(K�
|||
�
2

0
− � cos �

|||
�
2

0
)f (�) � d�

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R1

+ ∫
l2

l1

(K�
|||
�2

0
− � cos �

|||
�2

0
)f (�) � d�

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R2

+ ∫
√

l2
1
+l2

2

l2

(K�
|||
�2

�3
− � cos �

|||
�2

�3
)f (�) � d�

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R3

(30)

with the same definitions for the integration extremes as given256

in Table 2257

Ip2 and sign management By taking care of the signs of

the coordinate swapping and the integration extremes, the

integral Ip2 is rewritten as:

Ip2 = sn1I
[m2,n2]
p2

− sn1I
[m1,n2]
p2

− sn2I
[m2 ,n1]
p2

+ sn2I
[m1,n1]
p2

.

(31)

Note that, due to the use of the cosines for l1 > l2, we do not258

need to account for the sign of m1. Algorithm 2 describes259

the steps for the computation of Ip2 as pseudo-code.260

3.1.4. Evaluation of Ip3261

Ip3 is hereby rewritten for convenience:

Ip3 = ∫
m2

m1
∫

n2

n1

(x̂ +K)(ŷ +Q)f (x̂, y) dŷ dx̂ . (32)

The polar transformation in (12) allows writing Ip3 in polar

coordinates as

Ip3 = ∫D�
∫D�

(� cos � +K)(� sin � +Q)f (�) � d� d�.

(33)

We can first integrate with respect to � and obtain

Ip3 = ∫D�

(
KQ�

|||
�2(�)

�1(�)
−K� cos �

|||
�2(�)

�1(�)

Algorithm 2: Evaluation of Ip2 as per eq. (31)

Data: Integration extremes m1, m2, n1, n2 and

constant K as defined in Table 1

Result: Ip2
1 sm1

= sgn(m1);

2 sm2
= sgn(m2);

3 sn1 = sgn(n1);

4 sn2 = sgn(n2);

5 for i ← 1 to 2 do

6 for j ← 1 to 2 do

7 if mi < nj then

8 Exchange x and y coordinates,

nj ⟵ mi;

9 if |mi| ≤ 0 then I
[mi,nj ]

p2
⟵ 0;

10 else Compute the sub-integral I
[mi,nj ]

p2

as per eq. (30) ;

11 else

12 if |mi| ≤ 0 then I
[mi,nj ]

p2
⟵ 0;

13 else Compute the sub-integrals I
[mi,nj ]

p2

as per eq. (28);

14 end

15 end

16 end

17 Ip2 =

sn1I
[m2,n2]

p2
− sn1I

[m1,n2]

p2
− sn2I

[m2 ,n1]

p2
+ sn2I

[m1 ,n1]

p2
;

18 return Ip2;

+ Q� sin �
|||
�2(�)

�1(�)
−

1

2
�2 cos �2

|||
�2(�)

�1(�)

)
f (�) � d� (34)

where D� ≠ D�(�) does not depend on � and is fixed. As 262

similarly done for Ip1 and Ip2, it is possible to show that 263

Ip3 = ∫
l1

0

g

(
�, �

|||
�
2

0

)
f (�) � d�

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R1

+∫
l2

l1

g

(
�, �

|||
�2

0

)
f (�) � d�

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R2

+ ∫
√

l2
1
+l2

2

l2

g

(
�, �

|||
�2

�3

)
f (�) � d�

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R3

(35)

where

g(�, �) =
(
KQ� −K� cos � +Q� sin � −

1

2
�2 cos �2

)
,

(36)

and with the same definitions for the integration extremes as 264

given in Table 2. This result is valid if l1 < l2. 265

Basic rectangular case for l1 > l2 in Ip3 As similarly 266

done for Ip2 we can swap the coordinates. However, for Ip3 267
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Table 3

Sign and type management for integral Ip3, for i = 1, 2.

Sub-integral type-1 type-2

I
[mi ,ni]

p3
K = smi

K ,Q = sniQ K = sniQ ,Q = smi
K

the formula reads the same, except that the K and Q are ex-268

changed, namely K = Q and Q = K . In the following, the269

above integral Ip3 for l1 > l2 will be called as "Ip3- type 2";270

consequently, the integral Ip3 for l1 < l2 will be called as271

"Ip3- type 1".272

Ip3 and sign management For Ip3, the sign management

involves only the g(�, �) function (36). In fact, the formula

reads as

Ip3 = I
[m2,n2]

p3
− I

[m1,n2]

p3
− I

[m2 ,n1]

p3
+ I

[m1,n1]

p3
, (37)

where the 4 sub-integrals account for the variable change273

and the sign management as summarized in Table 3. Al-274

gorithm 3 describes the steps for the computation of Ip3 as275

pseudo-code.276

3.2. Summary of the quadruple integral277

computation for parallel surfaces278

Summarizing, in the parallel case, the quadruple integral can

be expressed as a sum of 9 double integrals as in eq. (10). By

following the notation given, we can write the integral as

IH,p = Ip3,R11
+Q2Ip2,R12

− Ip3,R13
+ K2Ip2,R21

+K2Q2Ip1,R22
−K2Ip2,R23

− Ip3,R31

−Q2Ip2,R32
+ Ip3,R33

. (38)

Each integral can be expressed as a sum of 12 single inte-279

grals, by using formula (21) for the generic Ip1, formula (31)280

for the generic Ip2, and formula (37) for the generic Ip3. To281

conclude, the quadruple integral has been decomposed into282

the sum of 12 × 9 = 108 single integrals. Algorithm 4 sum-283

marizes all the steps as pseudo-code.284

4. Decomposition of the quadruple integral IH285

- orthogonal surfaces286

Figure 7 shows 2 orthogonal rectangles in the 3D space:

Π =
{
(x, y, z) ∈ ℝ

3| x1 ≤ x ≤ x2, y1 ≤ y ≤ y2, z = z1
}
,

Π′ =
{
(x′, y′, z′) ∈ ℝ

3| x3 ≤ x′ ≤ x4, y
′ = y3, z3 ≤ z′ ≤ z4

}
.

In the orthogonal case, the 3rd component z is fixed in the

Π domain as z = z1, and the 2nd component y is fixed in

the Π′ domain as y = y3. The 4D integral (2) to be solved is

written as

IH,o = ∫Π ∫Π′

1

R
e−j�R dz′ dx′ dy dx (39)

Algorithm 3: Evaluation of Ip3 as per eq. (31)

Data: Integration extremes m1, m2, n1, n2 and

constants K,Q as defined in Table 1

Result: Ip3
1 sm1

= sgn(m1);

2 sm2
= sgn(m2);

3 sn1 = sgn(n1);

4 sn2 = sgn(n2);

5 for i ← 1 to 2 do

6 for j ← 1 to 2 do

7 if mi < nj then

8 Exchange x and y coordinates,

nj ⟵ mi;

9 if |mi| ≤ 0 then I
[mi,nj ]

p3
⟵ 0;

10 else

11 Exchange K and Q such as

K ⟵ sniQ and Q ⟵ smi
K (see

Table 3, type-2);

12 Compute the sub-integral I
[mi,nj ]

p3
as

per eq. (35);

13 end

14 else

15 if |mi| ≤ 0 then I
[mi,nj ]

p3
⟵ 0;

16 else

17 K ⟵ smi
K and Q ⟵ sniQ (see

Table 3, type-1);

18 Compute the sub-integrals I
[mi,nj ]

p3
as

per eq. (28);

19 end

20 end

21 end

22 end

23 Ip3 = I
[m2,n2]

p3
− I

[m1,n2]

p3
− I

[m2 ,n1]

p3
+ I

[m1,n1]

p3
;

24 return Ip3;

where the subscript "o" is for "orthogonal", and R is equal

to

R =

√
(x − x′)2 + (y − y3)

2 + (z1 − z′)2 . (40)

In the parallel case, the 4D integral was written as a sum of

9 double integrals. In the orthogonal case, the 4D integral

can be written as a sum of 3 triple integrals, and the steps

that follow closely resemble the ones for the parallel case.

Following the same reasoning as for the parallel case, we

can perform a change of variable for the x component, such

as x̂ = x − x′, and the integral in the x-variable is as in (7).

The integral in the x̂ and x variables is written as in (9) for

the case |x3−x4| > |x2−x1|. To avoid different geometries

in (x̂, x)-domain (see Fig. 2-3), the case |x3 − x4| < |x2 −
x1| is solved by swapping x ↔ x′ and so by reducing to

the previous one. To simplify and unify the notation, we
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Algorithm 4: Evaluation of Ip as per eq. (38)

Data: X1, X2, X3, X4, Y1, Y2, Y3, Y4, K1, K2, K3,
Q1, Q2, Q3 as per Table 1

Result: Ip
1 Ip3,R11

⟵ as per Alg. 3, with input data

X1, X2, Y1, Y2, K1, Q1;

2 Ip2,R12
⟵ as per Alg. 2, with input data

X1, X2, Y2, Y3, K1;

3 Ip3,R13
⟵ as per Alg. 3, with input data

X1, X2, Y3, Y4, K1,−Q3;

4 Ip2,R21
⟵ as per Alg. 2, with input data

Y1, Y2, X2, X3, Q1;

5 Ip1,R22
⟵ as per Alg. 1, with input data

X2, X3, Y2, Y3;

6 Ip2,R23
⟵ as per Alg. 2, with input data

Y3, Y4, X2, X3,−Q3;

7 Ip3,R31
⟵ as per Alg. 3, with input data

X3, X4, Y1, Y2,−K3, Q1;

8 Ip2,R32
⟵ as per Alg. 2, with input data

X3, X4, Y2, Y3,−K3;

9 Ip3,R33
⟵ as per Alg. 3, with input data

X3, X4, Y3, Y4,−K3,−Q3;

10 Evaluate Ip = Ip3,R11
+Q2Ip2,R12

− Ip3,R13
+

K2Ip2,R21
+K2Q2Ip1,R22

− K2Ip2,R23
− Ip3,R31

−

Q2Ip2,R32
+ Ip3,R33

;

11 return Ip;

introduce the shifted y, z-variables as follows:

ŷ = y − y3, ẑ = z1 − z′ .

The corresponding 2D integrals read as

∫
y2

y1
∫

z4

z3

f (y − y3, z1 − z′) dz′ dy =

∫
y2−y3

y1−y3
∫

z1−z3

z1−z4

f (ŷ, ẑ) dŷ dẑ . (41)

Finally, the integral in the orthogonal case can be written as

∫Π ∫Π′

f (x − x′, y − y3, z1 − z′) dz′ dx′ dy dx =

∫
X2

X1
∫

Y2

Y1
∫

Z2

Z1

f (x̂, ŷ, ẑ)(x̂ + K1) dẑ dŷ dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R1

+K2 ∫
X3

X2
∫

Y2

Y1
∫

Z2

Z1

f (x̂, ŷ, ẑ) dẑ dŷ dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R2

+ ∫
X4

X3
∫

Y2

Y1
∫

Z2

Z1

f (x̂, ŷ, ẑ)(K3 − x̂) dẑ dŷ dx̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
R3

(42)

Figure 7: Two generic orthogonal surfaces.

Table 4

Constants used in eq. (42) for the orthogonal case

X1 = x1 − x4 Y1 = y1 − y3 Z1 = z1 − z4 K1 = x4 − x1

X2 = x2 − x4 Y2 = y2 − y3 Z2 = z1 − z3 K2 = x2 − x1

X3 = x1 − x3 K3 = x2 − x3

X4 = x2 − x3

where the integration extremes and the constants are defined

in Table 4 as similarly done for the parallel case. The eval-

uation of integral (42) requires the solution of the following

two main types of triple integrals:

Io1,R2
= ∫

m2

m1
∫

n2

n1
∫

w2

w1

f (x̂, ŷ, ẑ) dẑ dŷ dx̂ , (43a)

Io2,Ri
= ∫

m2

m1
∫

n2

n1
∫

w2

w1

(x̂ +K)f (x̂, ŷ, ẑ) dẑ dŷ dx̂ , i = 1, 3

(43b)

where the generic integration extremes m, n, and w are the 287

X, Y and Z extremes, respectively, of the corresponding 288

integral type in (42). The subscriptRi will be omitted unless 289

necessary. 290

4.1. Cylindrical coordinates and radial behavior - 291

orthogonal surfaces 292

As similarly done for the parallel case, in the following sec- 293

tion we provide the representation in cylindrical coordinates 294

of the two integrals in (43a). 295
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4.1.1. Evaluation of Io1296

In this section, the integral Io1 in (43a) is rewritten in cylin-

drical coordinates. By taking the x and y coordinate as in

(12), we can write

Io1 = ∫
m2

m1
∫

n2

n1
∫

w2

w1

f (x̂, ŷ, ẑ) dẑ dŷ dx̂

= ∫
w2

w1
∫D�

∫D�

f (�, ẑ) � d� d� dẑ (44)

where the transformed function f (�, ẑ) is

f (�, ẑ) =
e−j�

√
�2+ẑ2

√
�2 + ẑ2

. (45)

Following similar steps as for Ip1, it is possible to prove that

the integral in (44) can be expressed as a sum of 3 integrals,

as:

Io1 = ∫
w2

w1
∫

l1

0

f (�, ẑ) � dẑ ⋅ �
|||
�
2

0

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Io11

+ ∫
w2

w1
∫

l2

l1

f (�, ẑ) � dẑ ⋅ �
|||
�2

0

+ ∫
w2

w1
∫

√
l2
1
+l2

2

l2

f (�, ẑ) � dẑ ⋅ �
|||
�2

�3
(46)

with the same definition of the integration extremes provided297

in Table 2. In this case, we provide the 1D expression only298

for the first integral in (46), called Io11, and the other two in-299

tegrals are left as double integral. In fact, the corresponding300

single integrals would involve several terms with logarithms,301

inverse tangent and tangent that may cause numerical and302

convergence problems. Note that the integral Io11 refers to303

the generic rectangle [0, ni].304

Decomposition of Io11 The integral Io11 can be conve-

niently rewritten as:

Io11 =
�

2 ∫
w2

w1
∫

l1

0

f (�, ẑ) � d� dẑ . (47)

By using the following cylindrical coordinate transformation

� = t cos (�), and ẑ = t sin (�)

with t =
√
�2 + ẑ2 , � = arctan

(
ẑ
�

)
, we can write Io11 as it

was done for Ip1 in (15) as

Io11 =
�
2 ∫Dt

∫D�

cos (�)e−j�tt dt d�

=
�
2 ∫Dt

t sin (�)
|||
�2(t)

�1(t)
e−j�tdt . (48)

The integral (48) closely resembles the integral Ip1 in (15),

and it can be computed as the sum of two rectangles as the

one depicted in Fig. (4). For first rectangle, l1 is equal to w1,

and for the second rectangle, l2 is equal to w2, such as

Io11 = −Io11(w1) + Io11(w2) . (49)

In the same way as done for Ip1, it is possible to prove that

Io11(wi) =
�

2

[
∫

wi

0

te−j�t dt ⋅ sin (�)
|||
�
2

0

+ ∫
l1

wi

te−j�t dt ⋅ sin (�)
|||
�2

0

+ ∫
√

w2
i +l

2
1

l1

te−j�t dt ⋅ sin (�)
|||
�2

�3

⎤
⎥⎥⎦

(50)

where the integration extremes are defined as per Table 2 by

substituting � with t and � with �. The same reasoning for

l1 > l2 in Ip1 can be applied in this case as well, and the

general expression for the integral Io11 is

Io11 = −sw1
Io11(w1) + sw2

Io11(w2) (51)

with swi
defined as the sgn(wi), for i = 1, 2. Algorithm 5 305

describes the steps for the computation of Io11 as pseudo- 306

code. 307

Algorithm 5: Evaluation of Io11 as per eq. (51)

Data: Integration extremes l1, w1, w2

Result: Io11
1 sw1

= sgn(w1);

2 sw2
= sgn(w2);

3 for i ← 1 to 2 do

4 if (wi < l1 and wi > 0) or (wi ≥ l1 and l1 > 0)

then

5 Evaluate Io11(w1) as per eq. (50) ;

6 else Io11(w1) ⟵ 0;

7 end

8 Io11 = −sw1
Io11(w1) + sw2

Io11(w2) ;

9 return Io11;

Sign management for Io1 Following the same reasoning

as for Ip1, the final expression of Io1 is

Io1 = sm1
sn1I

[m2 ,n2]

o1
− sm2

sn1I
[m1 ,n2]

o1

− sm1
sn2I

[m2,n1]

o1
+ sm2

sn2I
[m1 ,n1]

o1
, (52)

where the generic I
[mi,ni]

o1
is computed as per eq. (46). Al- 308

gorithm 6 describes the steps for the computation of Io1 as 309

pseudo-code. 310

4.2. Evaluation of Io2 311

The integral Io2 can be written in cylindrical coordinates as

Io2 = ∫
m2

m1
∫

n2

n1
∫

w2

w1

f (x̂, ŷ, ẑ) dẑ dŷ dx̂
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= ∫
w2

w1
∫D�

∫D�

(� cos� + k)f (�, ẑ) � d� d� dẑ (53)

with the same definition of the original and transformed func-

tions as for Io1. We can integrate with respect to � and obtain

Io2 = ∫
w2

w1
∫D�

f (�, z)

(
� sin �

|||
�2(�)

�1(�)
+ k�

|||
�2(�)

�1(�)

)
� d� dẑ .

(54)

Following similar steps as for Ip1, it is possible to prove that

the integral in (44) can be expressed as a sum of 3 integrals,

Algorithm 6: Evaluation of Io1 as per eq. (52)

Data: Integration extremes m1, m2, n1, n2, w1, w2

Result: Io1
1 sm1

= sgn(m1);

2 sm2
= sgn(m2);

3 sn1 = sgn(n1);

4 sn2 = sgn(n2);

5 for i ← 1 to 2 do

6 for j ← 1 to 2 do

7 if mi < nj then

8 if |mi| ≤ 0 then I
[mi,nj ]

o1
⟵ 0;

9 else

10 Exchange x and y coordinates,

nj ⟵ mi ;

11 The term Io11 in eq. (50) is

computed as by using Alg. 5 with

input parameters mi, w1, w2;

12 Compute the 2 double integrals in

eq. (46);

13 Compute the sub-integral Io1 as the

sum of Io11 and the 2 double

integrals ;

14 end

15 else

16 if |mi| ≤ 0 then I
[mi,nj ]

o1
⟵ 0;

17 else

18 The term Io11 in eq. (50) is

computed as by using Alg. 5 with

input parameters mi, w1, w2;

19 Compute the 2 double integrals in

eq. (46);

20 Compute the sub-integral Io1 as the

sum of Io11 and the 2 double

integrals ;

21 end

22 end

23 end

24 end

25 Compute Io1 = sm1
sn1I

[m2 ,n2]

o1
− sm2

sn1I
[m1 ,n2]

o1
−

sm1
sn2I

[m2 ,n1]

o1
+ sm2

sn2I
[m1 ,n1]

o1
;

26 return Io1;

as:

Io2 = ∫
w2

w1
∫

l1

0

f (�, ẑ)

(
� sin �

|||
�
2

0
+ k�

|||
�
2

0

)
� d� dẑ

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Io21

+ ∫
w2

w1
∫

l2

l1

f (�, ẑ)

(
� sin �

|||
�2

0
+ k�

|||
�2

0

)
� d� dẑ

+ ∫
w2

w1
∫

√
l2
1
+l2

2

l2

f (�, ẑ)

(
� sin �

|||
�2

�3
+ k�

|||
�2

�3

)
� d� dẑ

(55)

with the same definition of the integration extremes provided 312

in Table 2. It is possible to further simplify the integral Io21 313

as follows. Similarly as for the Io1, we provide the 1D ex- 314

pression only for the first integral in (55), called Io21, and 315

the other two integrals are left as double integral. In fact, the 316

corresponding single integrals would involve several terms 317

with logarithms, inverse tangent and tangent that may cause 318

numerical and convergence problems. 319

Decomposition of Io21 The integral Io21 can be conve-

niently rewritten as:

Io21 = ∫
w2

w1
∫

l1

0

(
k
�

2
+ �

)
f (�, ẑ) � d� dẑ . (56)

By using the polar transformation, we can write the integral

as:

Io21 = ∫
l1

0 ∫D�

(
k
�

2
+ t cos (�)

)
cos (�) e−j�tt dt d�

= ∫
l1

0

(
�
t
2
+ k

�
2
sin (�) +

t
4
sin (2�)

)||||
�2(t)

�1(t)
t e−j�tdt

(57)

Similarly to the integral for Io11, the integral (57) closely

resembles the integral Ip1 in (15), and it can be computed as

the sum of two rectangles as the one depicted in Fig. (4). For

first rectangle, l1 is equal tow1, and for the second rectangle,

l2 is equal to w2, such as:

Io21 = −Io21(w1) + Io21(w2) . (58)

As done for Ip1, it is possible to prove that

Io21(wi) = ∫
wi

0

ℎ(t, �)
|||
�
2

0
dt + ∫

l1

wi

ℎ(t, �)
|||
�2

0
dt

+ ∫
√

w2
i +l

2
1

l1

ℎ(t, �)
|||
�2

�3

dt (59)

where ℎ(t, �) =
(
� t

2
+ k�

2
sin� +

t
4
sin 2�

)
te−j�t, and the

integration extremes are defined as per Table 2 by substitut-

ing � with t and � with �. The same reasoning for l1 > l2
in Ip1 can be applied in this case as well, and the general

expression for the integral Io11 is

Io21 = −sw1
Io21(w1) + sw2

Io21(w2) (60)
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with swi
defined as the sgn(wi), for i = 1, 2.320

Algorithm 7 describes the steps for the computation of321

Io21 as pseudo-code.322

Algorithm 7: Evaluation of Io21 as per eq. (60)

Data: Integration extremes l1, w1, w2

Result: Io21
1 sw1

= sgn(w1);

2 sw2
= sgn(w2);

3 for i ← 1 to 2 do

4 if (wi < l1 and wi > 0) or (wi ≥ l1 and l1 > 0)

then

5 Evaluate Io21(w1) as per eq. (59) ;

6 else Io21(w1) ⟵ 0;

7 end

8 Io21 = −sw1
Io21(w1) + sw2

Io21(w2) ;

9 return Io11;

Basic rectangular case for l1 > l2 in Io2 Similarly as

for the integral Ip2, if l1 > l2, we can swap the coordinates.

The integral Io2 can be written as

Io2 = ∫
w2

w1
∫� ∫�(� sin � + k)f (�, ẑ) � d� d� dẑ

= ∫
w2

w1
∫D�

f (�, z)

(
k�

|||
�2(�)

�1(�)
− � cos �

|||
�2(�)

�1(�)

)
� d� dẑ .

(61)

The integral in (55) can be rewritten accordingly. For Io21,

the function ℎ(t, �) in (59) reads as

ℎ(t, �) =
(
�
t
2
− k

�
2
cos� −

t
4
cos 2�

)
te−j�t .

Sign management for Io2 Following the same reasoning

as for Ip2, the final expression for the integral Io2 is

Io2 = sn1I
[m2,n2]

o2
− sn1I

[m1,n2]

o2
− sn2I

[m2 ,n1]

o2
+ sn2I

[m1,n1]

o2
,

(62)

where the generic I
[mi,ni]

o2
is computed as

I
[mi,ni]

o21
= sw1

Io21(w1) − sw2
Io21(w2) . (63)

In the following, the above integral I02 for l1 > l2 will be323

called as "Io2- type 2"; consequently, the integral Io2 for l1 <324

l2 will be called as "Io2- type 1". Algorithm 8 describes the325

steps for the computation of Io2 as pseudo-code.326

4.3. Summary for orthogonal surfaces327

Summarizing, in the orthogonal case the quadruple integral

can be expressed as a sum of 3 integrals as

Io = Io2,R1
+K2Io1,R2

− Io2,R3
. (64)

Each integral Io1 and Io2 is expressed each as a sum of 24328

single integrals and 8 double integrals. For Io1, we use the329

Algorithm 8: Evaluation of Io2 as per eq. (62)

Data: Integration extremes m1, m2, n1, n2, w1, w2, k
Result: Io2

1 sm1
= sgn(m1);

2 sm2
= sgn(m2);

3 sn1 = sgn(n1);

4 sn2 = sgn(n2);

5 for i ← 1 to 2 do

6 for j ← 1 to 2 do

7 if mi < nj then

8 if |mi| ≤ 0 then I
[mi,nj ]

o2
⟵ 0;

9 else

10 Exchange x and y coordinates,

nj ⟵ mi ;

11 The term Io21 in eq. (59) is

computed as by using Alg. 7 with

input parameters mi, w1, w2;

12 Compute the 2 double integrals in

eq. (55);

13 Compute the sub-integral Io2 as the

sum of Io21 and the 2 double

integrals ;

14 end

15 else

16 if |mi| ≤ 0 then I
[mi,nj ]

o2
⟵ 0;

17 else

18 The term Io21 in eq. (59) is

computed as by using Alg. 7 with

input parameters mi, w1, w2;

19 Compute the 2 double integrals in

eq. (55);

20 Compute the sub-integral Io2 as the

sum of Io21 and the 2 double

integrals ;

21 end

22 end

23 end

24 end

25 Compute Io2 =

sn1I
[m2,n2]

o2
− sn1I

[m1,n2]

o2
− sn2I

[m2 ,n1]

o2
+ sn2I

[m1 ,n1]

o2
;

26 return Io1;

formula in (52), and for the generic Io2 we use formula (62). 330

It follows that the quadruple integral in (39) has been de- 331

composed into the sum of 72 single integrals and 24 double 332

integrals. Algorithm 9 summarizes all the steps as pseudo- 333

code. 334

5. Numerical examples 335

The proposed formulas are tested for rectangles Π and Π′

that are parallel and orthogonal to each other. For the par-

allel case, we compare the original quadruple integral (4)
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Algorithm 9: Evaluation of Ip as per eq. (38)

Data: X1, X2, Y1, Y2, Z1, Z2, K1, K2, K3 as per

Table 4

Result: Io
1 Io2,R1

⟵ as per Alg. 8, with input data

X1, X2, Y1, Y2, Z1, Z2, K1;

2 Io1,R2
⟵ as per Alg. 6, with input data

X2, X3, Y1, Y2, Z1, Z2;

3 Io2,R3
⟵ as per Alg. 8 , with input data

X3, X4, Y1, Y2, Z1, Z2,−K3;

4 Evaluate Io = Io2,R1
+K2Io1,R2

− Io2,R3
;

5 return Io;

with the proposed decoupled integral in equation (38). For

the orthogonal case, we compare the original quadruple in-

tegral (39) with the proposed decoupled integral in equation

(64). The integrals computed with the proposed decoupling

formulation (equation (38) in the parallel case, and equation

(64) in the orthogonal case) are named Idec . The original

quadruple integrals (equation (4) in the parallel case, and

equation (39) in the orthogonal case) are used as a refer-

ence value and named Iref . The software used is Matlab®,

version R2020a, running on a machine with OS Windows®

10, with 4 cores and 8 logical processors. The single and

double integrals used in the proposed formulation are com-

puted with the Matlab® functions integral and integral2, re-

spectively. The quadruple integrals are computed with the

Matlab® function integralN [33], which uses integral2 and

integral3 functions iteratively to perform integrals of or-

der 4, 5, and 6. We provide the speedup of Iref compared

with Idec. Note that the absolute running time is not rele-

vant because the code is not optimized, and the focus is to

support the validation of the proposed decoupling approach.

The proposed derivation does not involve any approxima-

tion. Therefore, strictly mathematically speaking, the quadru-

ple integral is equal to the decoupled integral. However,

from a numerical point of view, small differences will arise

due to the numerical accuracy reached for each decoupled in-

tegral. When computing numerical integrals, a critical role

is played by the relative and absolute tolerances used. They

determine both the accuracy and the computational speed

because requesting a high accuracy will slow down the com-

putation, and a fast computation will penalize the accuracy

of the solution. The examples consider realistic patch sizes

as they occur in typical EM modeling geometries, and the

related integrals have a small absolute value; therefore, the

absolute error is the critical value for the accuracy. We use

an absolute error tolerance1 of 10−12 and leave the default

value of 10−6 for relative error tolerance. We adopted the

same absolute error for all the decoupled integrals. In the

simulation results, we take into account the numerical dif-

ferences between the Iref and Idec by defining the normwise

1https://se.mathworks.com/help/matlab/ref/integral.html
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Figure 8: Mesh used to test several combinations in the parallel
case, for dz = 0.

relative error between Iref and Idec :

� =
|Iref − Idec |

|Iref | , for |Iref | ≠ 0 . (65)

Noticeably, the computation of the quadruple integral was is- 336

suing warnings for close-to-singular kernels (near patches), 337

whereas the decoupled integrals did not. 338

5.1. Parallel rectangles 339

In this section, we show the acceleration provided with the

proposed formula in (38) against the standard 4D formula

(4), for the parallel case, and provide the normwise errors.

We consider a subset of possible scenarios, with rectangle

Π that is fixed in the xy-plane. In the examples, Π is in

dark blue. We build a rectangular mesh made of elementary

patches. The interaction integrals are evaluated between Π

and the possible Π′ resulting from the mesh, given by the

patches plus their combinations that result in a rectangle.

Given a generic grid with Nx patches on the x-direction,

and Ny patches on the y-direction, the total number of com-

binations P that result in a rectangle or in a square can be

computed as:

P =

Ny−1∑
k=0

Nx∑
c=1

(Nx − c + 1) ⋅ (Ny − k) . (66)

The distance between Π and the mesh is either dz = 0 or 340

dz ≠ 0, as depicted in Figures 8 and 9, for a particular case 341

with 32 and 36 patches, respectively. 342

5.1.1. Parallel mesh. Conductor interior problem 343

In this section, we consider the conductor interior problem, 344

with "r = 1 and � = 5.8 × 107 [S∕m] (copper). The stan- 345

dard integral and the decoupled integral are solved for 10 fre- 346

quency points, for the meshes depicted in Fig. 8 and 9. The 347

interaction integrals are computed between the main rectan- 348

gle and the patches plus all possible combinations of them 349
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Figure 9: Mesh used to test several combinations in the parallel
case, for dz = 20 µm.

Table 5

Computational time for different parallel meshes (conductor
case), for 10 logarithmic-spaced frequency points in the inter-
val .

Numb. of configurations 681 2115 9031

Computational time Iref 30min 2 h 6 h

Computational time Idec 1.5min 6min 30min

Acceleration × 20 × 15 × 12

100 102 104 106 108
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Figure 10: Parallel example in sec. 5.1, for the conductor
case. Max, min and mean error values at different frequencies,
among the different configurations tested with the adopted
mesh.

which result in a rectangle. Table 5 summarizes the total350

computational time for an increasing numbers of rectangles351

and, therefore, possible combinations of the patches in the352

meshes, highlighting the acceleration provided by the pro-353

posed approach. Figure 10 shows the max, min and mean354

error values for 10 frequencies, logarithmic spaced between355

the 0 and 100MHz. For the case dz ≠ 0, the total number of356

patches obtained by using formula (66) is equal to 441. For357

the case dz =, we considered 2 meshes: the first given by the358

100 102 104 106 108

Frequency [Hz]
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0.5

1

1.5

2

2.5

R
ea

l(I
)

10-16

I
ref

I
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Figure 11: Real part of the integrals for the parallel mesh with
681 combinations, conductor case.

patches below Π (dark blue rectangle), of size (4×6), which 359

gives a total number of possible combinations equal to 210; 360

the second given by the patches on the left of Π (dark blue 361

rectangle), of size (2×4), which gives a total number of pos- 362

sible combinations equal to 30. The total number of combi- 363

nation considered is therefore equal to 441+210+30 = 681. 364

Note that the relative error is undefined when |Iref | = 0, and 365

this condition occurs in the megahertz frequency range for 366

conductors, where the error � is not provided, as depicted in 367

Fig. 11 for the real part of the integral. The minimum errors 368

occur for rectangles that do not touch. The largest errors oc- 369

cur for the configurations depicted in Fig. 12 for dz = 0, and 370

different aspect ratio. As expected, the largest errors occur 371

when the kernel of the quadruple integral becomes nearly 372

singular. 373

5.1.2. Parallel mesh. Dielectric interior problem 374

In this section, we show the results for the dielectric inte- 375

rior problem. For ideal dielectrics, the phase constant can 376

be considered real and equal to � = !
√
�0�r"0"r. It is as- 377

sumed "r = 4.1. The computational times are similar to the 378

conductor case. Fig. 13 shows the error for the mesh com- 379

puted as before, with 681 different combinations, and a total 380

of 10 frequency points that are unequally spaced between 0 381

and 1GHz. The real part of the Idec and Iref integrals is 382

depicted in Fig. 14. 383

5.2. Orthogonal rectangles 384

In this section, we show the acceleration provided with the 385

proposed formula in eq. (64) for the orthogonal case com- 386

pared with the standard double-integral formulation in eq. 387

(39). We investigate the relative error for different relevant 388

configurations and aspect ratio, similarly as it was done for 389

the parallel case. We consider a main fixed surface, in the xz- 390

plane, and a mesh in the xy-plane, as depicted in Fig. 16 and 391

17, and computing the interaction integrals of the main fixed 392

surface (dark blue) with all combinations of the patches in 393

the selected mesh obtained as described for the parallel case. 394
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Figure 12: Critical configurations (largest error) in the parallel case, based on the proposed mesh with 681 combinations.

Table 6

Computational time for different orthogonal meshes (conduc-
tor case), for 10 logarithmic-spaced frequency points in the
interval .

Numb. of configurations 1470 5904 14850

Computational time Iref 60min 3.5 h 10 h

Computational time Idec 4min 15.5min 40min

Acceleration × 15 × 13.5 × 15

5.2.1. Orthogonal mesh. Conductor interior problem395

The standard integral and the decoupled integral are solved396

for 10 frequency points, for the meshes depicted in Fig. 16397

and 17. The interaction integrals are computed between the398

main rectangle and the patches plus all possible combina-399

tions of them which result in a rectangle. Table 6 summa-400

rizes the total computational time for the meshes with an in-401

creasing numbers of rectangles and, therefore, possible com-402

binations, highlighting the acceleration provided by the pro-403

posed approach. Figure 18 shows the max, min and mean404

error values for 10 frequencies, logarithmic spaced between405

the 0 and 1 MHz. The real part of the integral is depicted in 406

Fig. 15. The largest errors occur for the configurations de- 407

picted in Fig. 19, between rectangles with a different aspect 408

ratio. 409

5.2.2. Orthogonal mesh. Dielectric interior problem 410

As before, it is assumed "r = 4.1. The computational times 411

are similar to the conductor case. Fig. 20 shows the error 412

for the mesh with different combinations, and a total of 10 413

points that are unequally spaced between 0 and 1GHz. The 414

real part of the integrals is depicted in Fig. 21. 415
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Figure 13: Parallel example in sec. 5.1, dielectric case. Max,
min and mean error values at different frequencies, among the
different configurations tested with the adopted mesh.
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Figure 14: Real part of the integrals for the parallel mesh with
681 combinations, dielectric case.
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Figure 15: Real part of the integrals for the orthogonal mesh
with 1470 combinations, conductor case.

Figure 16: Mesh used to test several combinations in the or-
thogonal case for potentially touching rectangles.

Figure 17: Mesh used to test several combinations in the or-
thogonal case for rectangles at a distance of 20 µm.
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Figure 18: Orthogonal example in sec. 5.2. Max, min and
mean error values at different frequencies, among the different
configurations tested with the adopted mesh.
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(a)
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Figure 19: Critical configurations (largest error) in the orthog-
onal case, based on the proposed mesh.
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Figure 20: Orthogonal example in sec. 5.1, for the mesh with
1470 combinations, dielectric case. Max, min and mean error
values at different frequencies, among the different configura-
tions tested with the adopted mesh.
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Figure 21: Real part of the integrals for the orthogonal mesh
with 1470 combinations, dielectric case.
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6. Conclusions416

A common strategy to treat the singularities and reduce the417

computational time of quadruple integrals in CEM problems418

is to decouple them into low-order integrals. The case of419

triangular meshes is well-studied in literature because tri-420

angular meshes are used in well-known techniques, such as421

the Method of Moments. However, the most recent S-PEEC422

method usually adopts a rectangular and orthogonal mesh,423

which calls for a different type of analysis. Only recently,424

the work in [30] showed how to decouple a double-surface425

integral used in the S-PEEC method but only in the 2D sce-426

nario, namely for the self-interaction integrals. In this work,427

we extend and generalize the work to 3D, namely for mutual-428

interaction integrals. We propose a numerical approach that429

treats the singularity and, at the same time, reduces the com-430

putation complexity of one of the two quadruple integrals431

used in the S-PEEC method. With the aid of graphical rep-432

resentation, in the parallel case, we show how to decouple433

the 4D integral into single integrals, and in the orthogonal434

case, we show how to decouple the 4D integral into single435

and double integrals. Among the integrals, we provided a436

closed-form solution only for one; the others are computed437

numerically. We investigated the computational time and the438

accuracy of the proposed solution using the available func-439

tions in Matlab®. The numerical examples show a remark-440

able acceleration of the proposed decoupled integral com-441

pared to the standard 4D integral while retaining a compara-442

ble degree of accuracy. Future work will extend the approach443

to the integral that involves the curl of Green’s function and444

will investigate the proposed strategy in real-case CEM mod-445

eling structures.446
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