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Abstract
The aim of this paper is to investigate the relationships among Interhemispheric Temperature Asymmetry (ITA) and the
principal modes of natural variability: the Atlantic Multidecadal Oscillation (AMO), the Southern Oscillation Index (SOI),
and the Pacific Decadal Oscillation (PDO). In particular, Granger causality tests are used to capture the linkages among these
variables. Our analysis provides strong evidence that AMO causes ITA, the causal role of PDO is weak, and SOI seems to
have no causal influence.

1 Introduction

The Interhemispheric Temperature Asymmetry (ITA) index
is defined as the difference between the hemispheric
mean surface air temperatures Northern Hemisphere (NH)
minus Southern Hemisphere (SH). Recently, ITA has been
proposed as an emerging indicator of climate change
(Friedman et al. 2013); thus, it is of extreme interest to
investigate the causes of ITA changes. In particular, it
is important to establish if this indicator depends or not
on internal variability.1 In fact, if a significant effect of
the internal variability over ITA was present, this variable
may not be a good indicator of climate change. The
natural internal variability may mask the climate change
signal. This is similar to global temperature, in which
anthropogenic aerosols are believed to have masked GHGs
over the middle of the twentieth century (Friedman et al.
2013).

1By natural internal climate variability, we mean variability that
occurs in the absence of natural or anthropogenic forcing; that is,
variability that occurs solely due to the internal dynamics of the
coupled atmosphere-ocean-biosphere-cryosphere system (see DelSole
(2011, p.909-910).
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The aim of this paper is to investigate the relationships
among ITA and the principal modes of natural variability:
the Atlantic Multidecadal Oscillation (AMO), the Southern
Oscillation Index (SOI), and the Pacific Decadal Oscillation
(PDO). In particular, Granger causality tests are used
to capture the linkages among these variables. We use
these indices (AMO, SOI, and PDO) because they are
an appropriate way to represent the natural interannual
variability. However, as far as AMO is concerned, it is
important to note a growing line of research suggesting
that much (if not most) of its variability is forced. See
for example Bellucci et al. (2017), Murphy et al. (2017),
Bellomo et al. (2018), Haustein et al. (2019), andMann et al.
(2020).

The paper is organized as follows: Section 2 describes the
methodology used. Section 3 presents the empirical results.
Section 4 provides a summary of the key result and provides
ideas for future work.

2 Testing for Granger causality

Granger causality analysis is one of the most common
data-driven approach for identifying causal relationships in
climate science. A review of the use of Granger causality for
the attribution of global warming is provided in Attanasio
et al. (2013). The notion of Granger causality was first
introduced by Wiener (1956) and later reformulated and
formalized by Granger (1969). Conceptually, the idea of
Granger causality is quite simple. A variable y causes
another variable x, with respect to a given information set,
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I (t) available at time t , which is assumed to contain xt−j

j = 0, 1, ... if at time t, xt+1 can be better predicted by
using present and past values of y than by not doing so,
all other information in I (t) (including the present and past
of x) being used in either case. Clearly, Granger causality
concerns the predictability of a given stochastic process one
period ahead. Namely, if a process y contains information
in the past terms that helps in the prediction of the process
x one period ahead, and this information is contained in no
other process used in the predictor, then y Granger causes x.

The Granger causality tests are conventionally conducted
by estimating a vector autoregressive (VAR) model.
Consider a k-dimensional discrete-time stochastic process,{
yt = (y1t , y2t , ..., ykt )

′; t ∈ Z
}
. We say that

{
yt ; t ∈ Z

}

follows a vector autoregressive model of order p if it
satisfies:

yt = Dt +A1yt−1+A2yt−2+...+Apyt−p+εt for t ∈ Z (1)

where

Ai =

⎡

⎢⎢⎢
⎣

a11,i a12,i . . . a1k,i

a21,i a22,i . . . a2k,i

...
...

. . .
...

ak1,i ak2,i . . . akk,i

⎤

⎥⎥⎥
⎦

,

i = 1, 2, ..., p are fixed (k × k) coefficient matrices,
Dt is a (k × 1) vector of deterministic terms and ut =
(u1t , u2t , ...., ukt )

′ is a k-dimensional vector white noise
with E(utu′

t ) = ���u non-singular.
It is well known that in a VAR model Granger non-

causality is characterized by a set of restrictions on the
VAR coefficients. In particular, we have that the variable
yh does not Granger cause yj if and only if ajh,i = 0, for
i = 1, . . . , p. Thus, in this system, we can check causality
of yh for yj by testing the null hypothesis:

H0 : ajh,i = 0 for i = 1, ..., p. (2)

We observe that the characterization of non-causality
holds regardless of the integration order of the variables.2

However, when we test the null hypothesis (1) it is important
to distinguish between I(0) and I(d) processes. If all
considered variables are I(0), we can use standard Wald-
or F-tests. In contrast, if one or more variables of the
VAR are I (d), the standard Wald- or F-tests for linear
restrictions may not have the usual asymptotic distributions
under the null. In this case, an appropriate procedure to test

2Consider a time series process yt defined by

yt = DTt + zt ,

where DTt is a deterministic trend (any function of time) and zt is an
ARMA process. Then, yt is said to be trend-stationary or integrated of
order 0 (I(0)) if zt is stationary and invertible. The process yt is said to
be difference-stationary or integrated of order d (≥ 1) (I(d)) if zt have
to be differenced d time to achieve stationarity.

for non-causality is that suggested by Toda and Yamamoto
(1995).

3 The empirical results

The data we consider are monthly observations of
global temperatures and patterns of natural variability
over the 1866–2016 sample period. The ITA index is
calculated using data of global combined land and marine
temperature anomalies (HadCRUT4) from the Met Office
Hadley Centre, available at https://crudata.uea.ac.uk/cru/
data/temperature/ (Morice et al. 2012).

As far as data about the natural variability, we use the
following indices:

• AMO: data available at www.esrl.noaa.gov/psd/data/
timeseries/AMO (Enfield et al. (2001));

• SOI: data available at www.cru.uea.ac.uk/cru/data/soi/
soi.dat (Ropelewski and Jones (1987));

• PDO: data available at https://www.ncdc.noaa.gov/
teleconnections/pdo (Zhang et al. 1997).

The AMO, also known as Atlantic Multidecadal Variability
(AMV), is a climate cycle that affects the sea surface
temperature (SST) of the North Atlantic Ocean (north of
the equator). The AMO index is derived from the North
Atlantic SST once any linear trend has been removed. This
detrending is intended to remove the external forced signal.
However, the application of linear detrending is probably
not the appropriate method to eliminate this external forced
signal (see Trenberth and Shea (2006), Ting et al. (2009),
Mann et al. (2014), and Wills et al. (2019)).

The SOI is one measure of the large-scale fluctuations
in air pressure occurring between the western and eastern
tropical Pacific. More specifically, the SOI is calculated as
the difference in air pressure anomaly between Tahiti and
Darwin, Australia.

The PDO is the dominant mode of SST variability in the
North Pacific. The PDO Index is defined as the first principal
component of the monthly North Atlantic SST anomalies.

The time series of ITA, AMO, SOI, and PDO are shown
in Fig. 1. A visual inspection of the plots suggests that
all series could probably be considered realizations of
processes I(0) or at most I(1). This suggestion is confirmed
by the results of the unit root tests shown in Tables 1
and 2.3 The only ambiguous case is that of ITA, where the
Augmented Dickey-Fuller GLS test indicates the possible
existence of a unit root. Thus, we will conduct our Granger
causality analysis under two alternative assumptions:

3To carry out the unit root tests, we estimate the following regression
for each variable of interest y: yt = a + bt + cyt−1 + c1�yt−1 + ...+
ck�yt−k + ut . The number of lags k has been chosen testing down
from 24 lags the modified AIC criterion.

https://crudata.uea.ac.uk/cru/data/temperature/
https://crudata.uea.ac.uk/cru/data/temperature/
www.esrl.noaa.gov/psd/data/timeseries/AMO
www.esrl.noaa.gov/psd/data/timeseries/AMO
www.cru.uea.ac.uk/cru/data/soi/soi.dat
www.cru.uea.ac.uk/cru/data/soi/soi.dat
https://www.ncdc.noaa.gov/teleconnections/pdo
https://www.ncdc.noaa.gov/teleconnections/pdo
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Fig. 1 Monthly time series over the period 1866-2016. Interhemispheric Temperature Asymmetry (ITA) index, Atlantic Multidecadal Oscillation
(AMO), Southern Oscillation Index (SOI), and Pacific Decadal Oscillation (PDO)

• Assumption 1. All variables are I (0);
• Assumption 2. AMO, SOI, PDO are I(0) and ITA is

I(1).

Assuming that ITA, AMO, SOI, and PDO variables are
I(0), the null hypothesis H0 can be tested by a standard
F-test. In particular, we consider the following regression
estimated by ordinary least squares:

IT At = α + βt +
p∑

i=1

αiIT At−i +
p∑

i=1

βiAMOt−i

+
p∑

i=1

γiSOIt−i +
p∑

i=1

δiPDOt−i + ut

Table 1 Augmented Dickey-Fuller test

Variable Test statistic p value

ITA −3.6282 0.0052

AMO −3.8451 0.0024

SOI −10.5353 0.0000

PDO −10.0755 0.0000

The order selection criterion HQ was applied in order to
determine the VAR order p. Allowing for a maximum
order of 12, the HQ criterion has selected p = 2. The
results for Granger non-causality tests are given in Table 3.
We find that AMO causes ITA whereas we cannot detect
any effect of SOI on ITA, and the effect of PDO is
weak.

It is important to note that the analysis of the ITA time
plot may suggest the existence of a structural break in the
late 1960s. Estrada et al. (2017), by applying the Perron-
Yabu (PY) test to ITA, formally document the existence
of a break in both the level and the slope of the trend

Table 2 Augmented Dickey-Fuller GLS test

Variable Test statistic p value

ITA −1.4597 0.1351

AMO −3.4554 0.0005

SOI −9.0042 0.0000

PDO −4.2374 0.0001
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Table 3 Granger non-causality tests. Full sample: 1866:01–2016:12

Test statistic p value

All lags of AMO F(2, 1800) = 25.2496 0.0000

All lags of SOI F(2, 1800) = 0.813959 0.4433

All lags of PDO F(2, 1800) = 2.27275 0.1033

function occurring in 1968.4 Thus, ITA could be broken-
trend stationary. Adopting this assumption, the Granger
non-causality tests have been performed also within sub-
samples where no structural instabilities have been detected:
1866:01–1967:12 and 1968:01–2016:12. The HQ criterion
has selected p = 2 also in these sample periods. In Tables 4
and 5, the results of Granger non-causality tests, according
to the abovementioned strategy, are reported. The causality
from AMO to ITA can be accepted with great confidence in
all periods whereas the evidence for causality from PDO to
ITA is significant only in the first sub-period. 5 There is no
detectable causality from SOI to ITA.

Finally, we conduct the causality analysis assuming that
the maximum integration order of the considered variables
is 1. Following the procedure of Toda and Yamamoto, we
use the regression:

IT At = α + βt +
p+1∑

i=1

αiIT At−i +
p+1∑

i=1

βiAMOt−i

+
p+1∑

i=1

γiSOIt−i +
p+1∑

i=1

δiPDOt−i + ut

The results, reported in Table 6, are very similar to those
obtained under the assumption that the considered time
series are trend stationary. Also, in this case, the variable
that presents the main causal role is AMO.6

This result agrees with the findings of Green et al. (2017),
who found that the AMO index explains over 70% of the
interhemispheric tropospheric temperature contrast.

4See the recent study (Friedman et al. 2020) for further discussion of
the late 1960s interhemispheric SST shift.
5This finding could be explained by the fact that ITA time series is
characterized by a stronger trend in the second sub-period. Probably,
the presence of this trend masks the influence of the PDO on the ITA
passing through the cyclical component of ITA time series.
6Following the suggestion of a referee, we have also considered the
model without the linear trend (β = 0) in order to evaluate the
robustness of Granger causality analysis. The results, available on
request, are the same.

Table 4 Granger non-causality tests. Sub-sample: 1866:01–1967:12

Test statistic p value

All lags of AMO F(2, 1212) = 6.9495 0.0010

All lags of SOI F(2, 1212) = 0.187414 0.8291

All lags of PDO F(2, 1212) = 4.63144 0.0099

4 Summary and future work

In this paper, we have investigated the causal relationships
among ITA and some patterns of natural variability (AMO,
SOI, and PDO). Our analysis provides strong evidence that
AMO causes ITA, the causal role of PDO is weak, and SOI
seems to have no causal influence. Given the large effect
of AMO over ITA, this variable may not be considered a
good indicator of climate change. For the interhemispheric
temperature asymmetry, natural variability partially masks
the underlying anthropogenic global warming signal. This
conclusion seems to be consistent with the evidence that
Estrada et al. (2017) have recently provided using a different
statistical methodology.

However, since AMO should be primarily controlled by
external forcing, we want to study the relationship between
AMO and ITA removing the forced signal in future research.
In fact, if a forced component is present, the AMO index
could no longer be considered a genuine measure of the
natural variability. The causal link found in our analysis
could be induced by this component. A different method of
removing the forced component of the AMO signal should
affect our results. In particular, using an improved measure
of the natural variability, the causation from AMO to ITA
could disappear.

Another point that we intend to investigate in future
research concerns the Granger causality analysis in the
frequency domain. The advantage of frequency-domain
Granger causality lies in the disentanglement of the
causality structure across a range of frequencies. This may
yield new and complementary insights compared to the
traditional version of Granger causality analysis conduced
in this paper.

Table 5 Granger non-causality tests. Sub-sample: 1968:01–2016:12

Test statistic p value

All lags of AMO F(2, 578) = 972.89 0.0000

All lags of SOI F(2, 578) = 2.3847 0.0930

All lags of PDO F(2, 578) = 0.33229 0.7174
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Table 6 Toda-Yamamoto Granger non-causality tests. Full sample:
1866:01–2016:12

Test statistic p value

First two lags of AMO F(2, 1795) = 10.0114 0.0000

First two lags of SOI F(2, 1795) = 0.620903 0.5357

First two lags of PDO F(2, 1795) = 2.4093 0.0902
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