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Sommario

Le crescenti esigenze di capacità di connessione per le aree rurali, remote e
anche urbane probabilmente aumenteranno il costo della pura copertura terrestre.
In questo scenario le comunicazioni satellitari sono destinate a svolgere un ruolo
significativo negli eco-sistemi 5/6G per fornire una copertura onnipresente, broad-
cast/multicast e l’impiego in situazioni di emergenza e disastri. A questo scopo,
diverse costellazioni sono state proposte o sono già in fase di sviluppo sia per
l’orbita geo-stazionaria (GEO) (ad esempio ViaSat-2, la rete Global Xpress (GX)
di Inmarsat, la piattaforma EpicNG di Intelsat) e non-GEO (per esempio LeoSat,
il sistema OneWeb, il sistema satellitare SpaceX Starlink).

I transponder satellitari semi-trasparenti che si basano su processori digitali
trasparenti (DTP) sono considerati come soluzioni interessanti per fornire un’ade-
guata flessibilità rispetto agli standard in evoluzione e l’adattabilità rispetto ai
modelli di traffico variabili nel tempo. Tuttavia, la loro progettazione hardware,
presenta diverse criticità, specialmente quando si considerano grandi costellazioni
di piccoli satelliti (es. LEO). In questo scenario è importante ricorrere all’uso di
una procedura di progettazione a supporto, che muovendo dai requisiti di link-
budget permette di effettuare un’accurata progettazione hardware basata su un
trade-off tra prestazioni e complessità.

Il presente lavoro propone un nuovo approccio di modellazione al fine di in-
corporare il consumo energetico delle architetture HW esplicitandolo nella fase
concettuale della progettazione. Questa fase in ambito DSP spesso è legata alla
forma aritmetica dell’algoritmo e come base vengono utilizzati i Signal Flow
Graph (SFG).

Il modello è stato utilizzato, in prima istanza, per studiare dal punto di vista
energetico l’implementazione dell’intera catena del DTP su FPGA confrontando
le varie soluzioni e individuando strategie più efficaci. In seconda istanza il
metodo è stato poi utilizzato nel campo delle comunicazioni ottiche ed in par-
ticolare come base di progettazione per il modulatore e il demodulatore di un
sistema di biotelemetria ottica basato su codifica multilivello ad impulsi corti. In
questo caso l’analisi ha permesso di confrontare varie soluzioni per poi scegliere
quella più adeguata dal punto di vista energetico durante la fase di progettazione
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concettuale di un caso reale. I risultati ottenuti per diverse configurazioni, requi-
siti e obiettivi di progettazione in entrambe i casi forniscono spunti promettenti
nella prospettiva di formulare problemi di ottimizzazione. Infine viene definito
un modello per la stima anticipata della potenza dinamica dei DTP, e non solo,
implementati in FPGA. Il quadro teorico per i DTP è ulteriormente esteso per in-
corporare elementi legati alla tecnologia nel processo di analisi e progettazione.
La complessità, che in lavori precedenti è stata espressa con blocchi elementari, è
ulteriormente dettagliata attraverso l’espressione in termini di primitive hardware.

Un particolare nuovo contributo è quello di stimare il consumo di energia e
includerlo sia nella valutazione delle prestazioni che nell’approccio progettuale.
Il modello anticipato di consumo energetico consente di ottenere espressioni per
la complessità hardware e la stima della potenza che siano valide per gli FPGA
attualmente disponibili in commercio, e in realizzazioni VLSI full-custom.
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Summary

Increasing connection capacity needs for rural, remote, and even urban areas
are likely to increment the cost of pure terrestrial coverage. Satellite commu-
nications are an essential solution in the 5/6G ecosystems to provide ubiquitous
coverage, broadcast/multicast provision, and emergency/disaster recovery. In this
direction, several satellites constellations have either been proposed or are already
under development for both the Geosynchronous Orbit (GEO) (e.g. ViaSat-2,
Inmarsat’s Global Xpress (GX) network, Intelsat’s EpicNG platform), and Low
Earth Orbit (LEO) (e.g. LeoSat, the OneWeb system, the SpaceX Starlink satel-
lite system).

Semi-transparent satellite transponders based on Digital Transparent Proces-
sors (DTP) are considered appealing solutions to provide adequate flexibility in
evolving standards and time-varying traffic patterns adaptivity. Nevertheless, their
hardware design strength appears a critical concern, especially when prominent
constellations of small LEO satellites are considered. We can carry out an accu-
rate hardware design based on a performance-complexity trade-off. In this regard,
we plan to extend and exploit an equivalent noise model and a design procedure
that we have developed, validated, and documented in a series of papers: moving
from link-budget requirements.

This work proposes a new modeling approach incorporating the energy con-
sumption of HW architectures in the conceptual phase of the design. This phase,
in the Digital Signal Processing domain, is often related to the arithmetic form of
the algorithm using Signal Flow Graphs (SFG) as a basis.

The model has been used in the first instance to study from the energy point of
view the implementation of the entire DTP chain on FPGA comparing the various
solutions identifying more effective strategies. Also, we applied the early power
estimation model in the optical communication field. In this case, the method
used to design the modulator and demodulator for an optical biotelemetry system
is based on multilevel coding with short pulses. This analysis allowed us to com-
pare various solutions to choose the most appropriate one at the conceptual time
design in a real scenario. The results obtained for both case studies, using differ-
ent configurations, requirements and design goals in both cases provide promising
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insights in the perspective of formulating optimization problems. From this ex-
perience, a model for early dynamic power estimation of DTPs implemented in
FPGAs is defined. The theoretical framework for DTPs is further extended to in-
corporate technology-related elements into the analysis and design process. The
complexity, previously based on elementary blocks [1], is expressed in terms of
hardware primitives.

Another contribution includes estimating energy consumption in the perfor-
mance evaluation at the design process stage. This early energy consumption
model allows us to obtain hardware complexity and valid power expressions for
commercially available FPGAs and VLSI full-custom solutions.
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Chapter 1

Introduction and Background

Recent years have seen a substantial proliferation of devices that are increas-
ingly widespread and connected to the network, making the idea of total-always
coverage increasingly essential and strategic. To this destiny, integrating terres-
trial 5G and Beyond-5G (B5G) networks with satellite constellations offers count-
less solutions. In particular, the use of Low Earth Orbit (LEO) small-satellite
constellations seems to be one of the most appropriate solutions [2]. Many of
the use cases contemplated in these networks, such as Enhanced Mobile Broad-
band (eMBB), Ultra-Reliable Low Latency Communications (URLLC), or mas-
sive Machine Type Communications (mMTC) find in LEO constellations good
opportunities for realizability and ubiquity. Compared to Geostationary Earth Or-
bit (GEO) constellations, LEOs having a lower orbit introduce a lower latency
(typically 2 ms for LEO versus � 100 ms for GEO [2] Figure 1.1) and thus more
suitable to meet the fundamental requirements for the use cases above. Given
their low altitude also can communicate with different types of ground terminals,
including vehicles or IoT devices with narrower communication possibilities (In-
ternet of Things).

The disadvantages of using a satellite network such a solution are the high
number of satellites needed to guarantee a continuous ground coverage since a
single satellite would cover a small portion of the globe surface, equivalent to
0:45% [2] of the total Earth’s surface and, therefore, the management of the rele-
vant complexities. For example, Kepler, Telesat, and Starlink constellations will
consist of 140, 300, and between 12000 and 42000 satellites, respectively [3, 4].
Disturbances from small satellites and the use of low orbits pose significant chal-
lenges to the design and performance of these networks and open up new opportu-
nities for innovation. Starting from this scenario, we implemented a solution for a
transparent on-board transponder, Digital Transparent Processor (DTP), from the
link-budget constraints.

The DTP was used to process a large portion of the spectrum divided into
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Figure 1.1: GEo and LEO satellites.

Figure 1.2: Workflow Design.
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channels that were utterly transparent to the information contained therein by sub-
sequently performing switching operations between channels with an appropriate
delay and noise figure. The methodology depicted in Figure 1.2 provides multiple
solutions defined by different sets of parameters: input/output data size, coeffi-
cient width, and the number of channels. The solutions are analyzed to choose the
best or most appropriate solution to implement. In this phase, the solutions are
estimated under various profiles: Hardware complexity, Time delay, and Power
consumption. The aspect of power estimation is highlighted in this part of the
research. In particular, the main object of the research is the identification of a
model of power consumption that is suitable for the stage of design examined
(high level or mathematical signals level), which also has a low computational
complexity in order to address the design and avoid costly redesign cycles.

In order to support the need for more information during the conceptual phase
of design, and in particular, to increase knowledge about power consumption,
we conducted state-of-the-art research. Najm in [5], stated: "With the advent of
portable and high-density microelectronic devices, the power dissipation of very
large scale integrated (VLSI) circuits is becoming a critical concem. Accurate and
efficient power estimation during the design phase is required in order to meet
the power specifications without a costly redesign process."and introduce many
methodologies for power estimation. In [6], the three fundamental techniques
used in the literature to perform power estimates are presented: Probabilistic-
based method; Simulation-based method; statistical-based method. Reporting the
summary Table 1.1. These estimation techniques need different levels of detail

Estimation techniques State of the art Advantage Limitations
Probabilistic based [7], [8], [9], [10],

[11], [12], [13], [14]
High estimation speed Low accuracy

Simulation based [15], [16], [17], [18]
1. High accuracy

2. Generic

1. Large amount of memory re-
sources

2. Low estimation speed
Statistical based [19], [20], [21], [22],

[23]
Moderate accuracy Moderate estimation speed

Table 1.1: Estimation techniques advantages and limitations.

and appropriate power modelling techniques. Figure 1.3 shows the classification
of compared solutions.

The power model that best suits a high level of design based on signal theory is
the analytical one that, although generally below-average, offers a good compro-
mise as an estimator in the early stages of design. This work identifies the main
early power estimation strategies in the design stage, but at the same time, light
from the computational point of view while guaranteeing an adequate accuracy
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Figure 1.3: Classification of the related works analized in [6].

to compare the trends of power consumption of sub-blocks or their alternatives.
In general terms, the expected goal is to describe a "fast and light power esti-
mation model for multirate digital circuits". To validate its effectiveness in the
design phase has been applied to an implementation of the DTP on the FPGA plat-
form carried out within the research group. After analyzing the factors involved
in calculating the estimate itself, the model is implemented in the simplest version
possible, leaving open the parameters that can lead to future complications of the
same, making it more and more accurate.

1.1 Contribution
The main contribution of this work is the identification of a fast power estima-

tion strategy for digital hardware blocks in multirate domains that gives a rough
estimate of their consumption adequate to identify a design direction to avoid
costly and redesign cycles. From this, can be easily extracted a generalized model
that can be included in a broader methodology for the design of digital circuits for
Digital Signal Processing applications capable of making estimates of different
nature from the theoretical or mathematical plant.

Several languages for specific applications oriented to the design of digital
systems oriented to numerical processing could draw from this a valuable tool
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for design refinement. In particular, the most suitable ones are those that have
a formalism more similar to the mathematical one, i.e., those with a functional
paradigm mentioned in [24]. Such languages, such as C�ash [25] (or Clash) a
modern, functional, hardware description language, which offers many advan-
tages and design facilities in this area, could be integrated or coupled with these
models, providing fast estimates already in the stages immediately following the
requirements analysis. More generally, term rewriting techniques could be used to
synthesize digital circuits [26] that, in addition to offering a high-level mathemat-
ical view, maintain a strong link with the hardware counterpart implementation
more suitable for a system of estimators. An example of how these languages can
be used in numerical signal processing cases can be seen in [27] where an integer
polyphase channelizer is implemented with a formalism close to the mathematical
one.

1.2 Outline
This thesis is divided into three fundamental parts. First, more theoretical

composes of two chapters introducing the basics of multirate design techniques
and the power model used. Then, consisting of the validation through two cases
of study: DTP Architecture and Multilevel Pulsed Modulation for Optical Bio-
telemetry, and finally, the conclusions.

The Chapter 2 introduces multirate systems theory. In particular, it shows
often a valuable theoretical tool for the efficient implementation of systems and
digital numerical processing. Chapter 3 introduces the adopted power model that
starts from a transistor-level view [18, 28] and then generalizes to more complex
blocks. Also in Chapter 3, it is reported how to set up a pseudo-Boolean problem
using as an example a full-adder block, able to find the worst case of a logic net-
work in terms of numbers of internal commutations (activity switching), leading
to the division of the dynamic power into two contributions, the fixed internal one
and the outputs that will be weighted with the effective fanout.

Chapter 4 introduces the Digital Transparent Processor (DTP), realized for
satellite systems by the research group [29,30], for satellite applications as a case
study. This DTP is implemented with a typical fixed architecture but fully config-
urable in its word width and coefficients and any rounding and saturation parame-
ters. This parameterization is at the system’s base respecting the specifications on
the link budget wanted by the requirements. In this section, we highlighted how
the exact requirement of link-budget can correspond to various solutions, among
which the fundamental ones are: Uniform Contribution (CU), Uniform Parame-
ters (PU), Minimum RAM (MR), and CU/MR trade-off (TO). At the end of this
chapter, we introduce the noise model used and estimate the hardware complexity.
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Chapter 5 shows another case where we apply power estimation in the pre-design
stage. This section explains the design, implementation, and characterization of
a novel multilevel synchronized pulse position modulation technique suitable to
reduce the overall power consumption of wireless ultra-wide-band optical bio-
telemetry links for implantable and wearable medical devices.

Chapter 6 concludes the thesis and provides recommendations that impact the
design of telecommunications systems.
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Chapter 2

Theory of Multirate Systems

2.1 Introduction
In recent years we have seen how digital signal processing is gaining more

space compared to the analog part. In this scenario often several sub-blocks oper-
ating at different sampling frequencies have to coexist. Often when two subsys-
tems working at different sampling frequencies need to communicate these must
be made compatible. Other cases where working with different frequencies is
extremely profitable are found in signal and image processing and therefore in
telecommunications. For example, a system receiving a wideband digital signal
that must be decomposed into several non-overlapping narrowband channels to be
transmitted, will need to work each narrowband channel with its own sampling
frequency reduced to its Nyquist limit, thus saving transmission bandwidth [31].

Precisely by leveraging this last point multirate systems, or more particularly
polyphasic decompositions, can be used either in favor of computational perfor-
mance, decomposing a system into subsystems more manageable by a technology
and then raise the frequency limits by operating on undersampled systems, or ex-
ploiting parallelism use technologically inferior hardware.

Then, we introduce the basic operations of decimation and interpolation listing
different properties including the noble ones that allow to implement arbitrary and
rational changes of the sampling rate.

Finally, with the presentation of polyphasis decomposition and switch models,
which are key tools in multirate systems we will introduce the design of decima-
tion and interpolation filters necessary for the design of the case study of this
work, i.e., a transparent digital satellite processor (DTP).
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2.2 Multirate system definition
In general the expression Multirate, Multirate systems (or Multirate signal

processing) indicates those systems or methods of treatment of signal in which
there are more sampling frequencies. This means that two signals coming from
two different parts of the system are not directly comparable.

In signals processing is often necessary to modify the sampling rate. An ex-
ample is the one related to switching between two different standard sampling
rates audio: from Digital Audio Tape (DAT) (48KHz) to Compact Disk (CD)
(44.1KHz) or viceversa.

In other situations the frequency conversion of sampling can be used as an
expedient to reduce the computational cost. In the signal processing, in fact, there
is no reason why the various processes should all be done at the same sampling
rate

Why Multirate Filters?

• Multirate filters can bring efficiency to a particular filter implementation;

• In general, multirate filters means operate at different rates;

In [32] Fredric J. Harris says: "However, multirate filters are also often used in
designs where this is not the case. For example you may have a system where the
input sample rate and output sample rate are the same, but internally there is dec-
imation and interpolation occurring in a series of filters, such that the final output
of the system has the same sample rate as the input. Such a design may exhibit
lower cost than could be achieved with a single-rate filter for various reasons".

2.3 Sampling frequency
The sampling signal can to be see as a simple digital sequences derived from

analog signal:

xc(t) ) x[n] = xc(nT ) Fc =
1

T
sometimes it may be useful to have a sampled signal with frequency different from
the starting one. Often, we are used to see the sampling rate as coming directly
from conversion and therefore an "obvious" solution would be to reconstruct the
analog signal and then resample it.

xc(t) ) x0[n] = xc(nT
0) Fc =

1

T 0

But is possible to change the sampling frequency of a signal without necessar-
ily going through a reconstruction of the signal then analog / digital conversion
again.
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2.3.1 Reduction of sampling frequency (Decimation)
Decimation is the first basic procedure used for lower the sampling rate (in the

literature they come often also used terms like subsampling or downsampling).

xd[n] = x[nM ] = xc(nMT )

Figure 2.1 depicts the symbol for the decimation block, while in Figures 2.2 and
2.3 the behaviour in time and frequency domain respectively.

Figure 2.1: Down-sampling block.

Figure 2.2: Down-sampling in the time domain.

Figure 2.3: Down-sampling in the frequency domain.
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The sampling frequency can be reduced by a factor equal to M without alias-
ing if the original sampling frequency is at leastM times higher than the Nyquist1.
That is, we want:

X(ej! ) = 0 per j!j > �

M

2.3.2 Increase in sampling rate (Interpolation)
Interpolation is the basic procedure used to increase the sampling frequency

(in the literature terms like oversampling or upsampling are also used).

xd[n] = x[n=L]

Figure 2.4 depicts the symbol for the decimation block, while in Figures 2.5 and
2.6 the behaviour in time and frequency domain respectively.

Figure 2.4: Up-sampling block.

Figure 2.5: UP-sampling in the time domain.

Similar to decimation, there are also undesirable effects to consider in interpo-
lation. Although less destructive, it is also worth paying attention to this. In this
case we will can’t talk about aliasing but imaging. This effect introduces in the
frequency domain of the signal replicas if the final band is considered equal to the
starting one.

1Sampling theorem: Ωs = 2�
Ts

� 2ΩN with ΩN continuous time signal bandwidth
also �

Ts
� ΩN

18



Figure 2.6: UP-sampling in the frequency domain.

2.3.3 Blocks usually used in literature
The elementary blocks seen above can be found in the literature represented

by various symbols all equivalent but often emphasize a possible way of physical
implementation of the same.

Figure 2.7: Usualy blocks.

In particular the last elements represented in Figure 2.7 let us glimpse what
will be one of the arrival points of this short discussion, that is the polyphase
decomposition of the signal.
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2.3.4 Resampling properties
Before describing the various properties of resampling the following notation

is introduced:
DW (N; x(n))

will be used to refer with a notation like to the functional one to a block that will
return as output the signal x(n) decimated in order N .

In dual notation mode:
UP (N; x(n))

will refer to the oversampling with order N of the signal x(n) with addition of
zeros.

Property I - Linearity of the downsampling

DS(M;a1 � x1(n) + a2 � x2(n)) = a1 � DS(M;x1(n)) + a2 � DS(x2(n))

The undersampling operation is linear compared to the linear combination of two
signals. In fact it can be highlighted or distributed with respect to them, see Figure
2.8 on the left and right respectively.

Figure 2.8: Property I.

Property II (Dual) - Linearity of the upsampling

US(M;ai � x(n)) = ai � US(M;x(n))

The oversampling operation for duality is also linear compared to the linear com-
bination of two signals. In fact it can be highlighted or distributed with respect to
them, see Figure 2.9 on the left and right respectively.
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Figure 2.9: Property II.

Properties III and IV (Dual)

This properties highlights what happens to the delay blocks in the transition
from downstream to upstream insertion. The Figure 2.10 shows graphically the
operation for a decimator and dually for an interpolator.

Figure 2.10: Properties III and IV.

Properties V e VI (Dual) - Noble properties

Two new properties are derived from the previous ones, which are often re-
ferred to as the noble properties of multirate filters. These are very important
properties as they highlight the possible simplifications that can be made on a
generic filter. There is always to remember that at the output to a decimator you
work at a lower frequency, as well as dual input to an interpolator.

Figure 2.11: Properties V and VI or Noble Properties.
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Rational Resampling

Very often there is the necessity to make resamplings of rational order and
these can come carried out combining opportunely in cascade the blocks of under
and oversampling as in Figure 2.12, but in general the order in which the under
and over sampling is carried out is important and not always invertible.

Figure 2.12: Rational resampling L
M .

The position of the sub and oversampler can be exchanged if and only if the
two orders are prime among them, in the Figure 2.13 an example.

Figure 2.13: Example of subsampling with order 2 and oversampling with order 3 in cascade.

An important application of all these properties can be expressed by the corol-
lary of Figure 2.14.

Figure 2.14: Rational resampling L
M with filter in the middle.

2.4 Filters banks
Multirate processing algorithms have been largely used in recent years to-

gether with filters banks especially in telecommunications and multimedia appli-
cations.
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Filters banks are made up of low-pass, band-pass and high-pass filters, com-
bined according to appropriate architectures, designed to decompose the spectrum
of the input signal into a certain number of contiguous bands (sub- bands). In this
case we speak of an analysis bank. The signal reconstruction procedure is called
synthesis bank.

An analysis bank is a set of filters Hk(z) whose aim is to decompose the
original signal x[n] into M sub-band signals xk [n] shown in Figure 2.15, while a
synthesis bank is a set of M synthesis filters Fk(z) combining M signals yk [n] in
a recovered signal ~x[n] shown in Figure 2.16.

Figure 2.15: Analysis filter bank.

Figure 2.16: Synthesis filter bank.

2.5 Polyphase Channelizer
This section introduces the filter bank that goes by the name of polyphase

channeler. The treatment will be very intuitive and informal as it is the same used
for the seminars held during these three years of study.
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A polyphase filter bank consists of two parts, a polyphase filter and an FFT
block. The former is used to decimate the input signal before sending it to the
latter. The FFT on the other hand splits the signal into its different channel [33].

Suppose we have a number J of frequency-multiplexed channels that con-
stitute an FDM frame. This frame can be frequency shifted by centering it on
the origin of the frequency axis using the representation of the samples 2 C and
an appropriate Hilbert filter capable of transforming the signal into its analytical
form.

2.6 Conclusion
Adopting multirate solutions significantly influences the final architecture of

the system, changing its working frequencies and hardware complexity. For this
reason, it is important to study the various alternatives also from the point of view
of power consumption, making their use transparent and, if necessary, finding the
best ones.
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Chapter 3

Power Estimation Model

3.1 Introduction
The mobility paradigm and the Internet of Things (IoT) introduce new chal-

lenges in energy consumption and hardware complexity. The new constraints and
requirements increase the complexity of the VLSI design process. Thus, if the
complexity and performance problems manifest primarily as heat dissipation, the
latter are mostly energy saving problems. To address these challenges, sophis-
ticated design methodologies and algorithms have been developed for electronic
design automation (EDA), but these often require design detail in an advanced
state. The importance of power consumption in design highlight the need to find
appropriate estimators. These are needed to help identify alternatives that are
more efficient in this respect. Since power estimates may be required at various
phases of the design sometimes it may be necessary to sacrifice accuracy to in-
crease the speed of tool response or vice versa while maintaining some degree
of reliability. Obtaining a power estimate is much more complex than estimating
circuit area and delays because power depends not only on circuit topology, but
also on signal activity. Typically, design exploration is performed at each level of
abstraction, motivating power estimation tools at different levels. At a high level
of abstraction only little information is known about the implementation of the
circuit, so less accurate estimates can be obtained.

3.2 Power consumption in CMOS circuits
Power consumption in digital CMOS circuits can be seen as the sum of three

components [28, 34]:

• Dynamic power (Pdyn );
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• Short-circuit power (Pshort );

• Static power (Pstatic );

P = Pdyn + Pshort + Pstatic

Although over the years static power Pstat is increasing its contribution on par
with dynamic power Pdyn , only the latter can be directly managed in the initial
design phase while the former can be considered as a direct implication of the
area occupied and the technology node to which it refers. Regarding the short
circuit power Pshort this can be considered dynamic because it changes according
to frequency and activity on the lines but static because it is always linked to the
number of internal components.

During the design phase there are many strategies that can be used to reduce
the power dissipated in integrated circuits. Among the best known and practicable
there is the reduction of the supply voltage and the lowering of the integration
scale, but nevertheless not very practicable, at least the first one, in the FPGA
field.

A more general strategy, which must be taken into account already in the early
stages of design, is instead that of the reorganization of the logical synthesis and
calculation architecture.

In CMOS circuits, the power dynamic consumption depends on the number
of transitions on the internal signals. Logically, therefore, power optimization
strategies can be used to reduce the number of these transitions.

In this document when we will talk about dissipated power we are referring to
the dynamic component.

A simple and fast method is developed to estimate the power dissipation use-
ful to deal with the choice between equivalent solutions of the internal blocks
already different in area and delay. Opening the door to possible optimization
algorithms. Ultimately, it can be analyzed whether changing the architecture can
actually contribute to the reduction of power dissipation.

3.2.1 Basic Model
The basic model adopted for power estimation is based on the fact that a fun-

damental contribution to power consumption is provided by dynamic power, i.e.
when a logical signal switches between the two states. Basically this is seen as
the energy needed to write a logical state and then delete it on a line (output).

Fig. 3.1 depicts charge and discharge of the output capacity of a CMOS cir-
cuit responsible for the dissipation of the dynamic power. The losses during the

26



switching of the two transistors p and n are neglected and the power dissipated
over an entire LOW-HIGH-LOW output cycle is considered.

Figure 3.1: Charge phase and discharge phase of output in CMOS circuits.

By representing the internal connections to a circuit as capabilities we can
write the formula:

Pdyn =
1

2
C V 2 F

where C is the line capacity, V is the supply voltage and F is the frequency as the
inverse of the symbol period on the line (usually in synchronous circuits it is the
clock frequency).

3.2.2 Influencing factors
When generalizing the formula for calculating the power of a circuit, attention

must be paid to many factors and it is important to identify a model for the signals
that are present on the lines easy to treat.

Probabilistic model of digital signals

The probabilistic method to characterize the switching activity of a digital
signal in logical networks most used in the literature is the one that is based on
activity swtching, i.e. each signal is described taking into account the following
parameters:

• Static Probability (SP ): probability of the 1 symbol (2 [0; 1]);

• Signal Transition (ST ); Transition Frequency ([Tr=s] or [MTr=s]).

To better understand previous parameters we always refer to synchronous
cases, that is where the signals change according to a general clock signal that
later we will indicate with CLK, but this is not expressly necessary as we will see
from the formulas.
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In our discussion we will often refer to an alternative representation used in
literature that is more suitable for synchronous cases. In this one the Signal Tran-
sition is replaced with the Toggle rate (TR) that can be defined as the inverse
of the number of average clock cycles between two successive transitions of the
signal, that is:

TR =
ST (a)

FCLK

where ST (a) is the Signal Transition of the a signal, and FCLK is the clock fre-
quency. The Toggle rate is often also shown as a percentage.

Example 1 If the clock frequency is FCLK = 1MHz and the ST (a) = 1MTr=s
(average bit rate) results:

TR(a) =
ST (a)

FCLK

=
1 MTr=s

1 MHz
= 1

or even: TR(a) = 100%.

Example 2 Knowing that in a clock period it completes two transitions itself is
obtained:

TR(CLK) =
ST (CLK)

FCLK

=
2 � FCLK

FCLK

= 2

or even: TR(CLK) = 200%.

Transporting what has been said so far our basic model will be:

Pdyn(a) =
1

2
CV 2 FCLK TR(a)

Fanout

Analyzing the dynamic power function a parameter still to be discussed is the
capacitor of the wire (Cnet ). Estimating Cnet by putting it equal for all wires at
this point of design detail would seem inevitable as a more precise estimate would
require more complex procedures and knowledge of detail.

The only correction that is possible at this stage is to bring out the fanout as a
multiplicative factor of aCtech capacity that will be estimated later as a technology
parameter.
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Fig. 3.2 shows how the load capacity of a CMOS logic port is influenced not
only by the connection line (Cn

W ), but also by the capacitance related to the inputs
of the cascaded blocks and by the cardinality (fanout).

Figure 3.2: Capacitors involved in the calculation of Cnet .

The fanout FO (later FAO Average Fanout) is the number of blocks/circuits
driven by a wire. At this point the expression of dynamic power will be:

Pdyn(a) =
1

2
Ctech FO V 2 FCLK TR(a)

Previous formula can be further generalized if we consider generic blocks of
variable size or made up of sub-blocks. These can be divided as a fixed internal
part and the output part that will be affected by fanout. To model this aspect the
formula is transformed into the following:

Pdyn(a) =
1

2
(�tech + �techFO) V 2 FCLK TR(a)

Where �tech represent the internal contribution and �tech the outgoing contribution
of energy consumption.

Generalizing to all the internal blocks of a circuit, considering that a line can be
seen as output of one and only one of them, the total dynamic power is expressed
as follows:

Pdyn =
1

2

X
8net

(�tech(net) + �tech(net)FO(net)) V 2 FCLK TR(net)

where with �tech(net) we mean the internal power of the block that generates the
signal on the net and with beta �tech(net)FO(net) the contribution given by the
capacity of the line itself for each net present in the circuit.
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Grouping by homogeneous blocks (for example: LUT, FullADDER, CARRY
chain etc.) we can introduce the average fan-out for each of them FOA(block),
and similarly the average Toggle rate TRA(block) getting:

Pdyn =
1

2

X
8block

(�tech(block) + �tech(block)FOA(block)) V 2 FCLK TRA(block)

Parameter �tech and �tech

The parameters �tech and �tech , although abundantly justified by normal VLSI
design practices, can be traced back to contributions on the power of the con-
stituent elements inside a circuit.

Analyzing, for example, a simple network often used as an example it is possi-
ble to derive these parameters and highlight why they change from block to block
and the dependence on input that is estimated as a worst case.

Further ahead we will set the network of a full-adder to calculate the worst
case from the point of view of power consumption.

The Full Adder’s case

The Full Adder is a basic circuit in digital electronics but also in computing
and telecommunication systems.

Figure 3.3: Full adder gate level.

The description of the Full Adder in Figure 3.3 is given by the following for-
mulas:

out = a � b � ci

co = ab+ (a � b)ci

in our case the study is done using the description AIG (And Inverter Graph) or
better (NAND Inverter Graph) as visible in Figure 3.4.

By setting the maximization problem to a linear pseudo-Boolean function
(Boolean variables and integer coefficients) that adds the internal node variations
of two different instances (Boolean) of the circuit to time t0 and the next t1 and
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Figure 3.4: Full adder gate-level with NAND and Inverter gates only.

taking into account the respective fan-out (integer). To do this, we use the follow-
ing constraints in the form of product sums:
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8 + dn

9 + outn)

(dn
10 + con)(dn

11 + con)(dn
10 + dn

11 + con) = 1 n 2 f 0; 1g

where dg indicates the output value of the g-th gate and the value of the n exponent
refers to the time t0 or t1 for n = 0 or n = 1 respectively.

The pseudo-Boolean target function refers as optimization variables to the fol-
lowing:

dg = d0
g � d1

g 8g 2 f Internal gatesg:
getting:

W = d1 + d2 + d3 + d4 + 3 d5 + d6 + d7 + d8 + d9 + d10 + d11 + out+ co

where out = d12 and co = d13 and the only node that has a different fanout than
the unit fanout is d5.
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Using the MiniZinc solver a optimal solution is obtained by passing from
the inputs (a(t0); b(t0); ci (t0)) = (a0; b0; c0

i ) = (1; 1; 1) to (a(t1); b(t1); ci (t1)) =
(a1; b1; c1

i ) = (1; 0; 0) with W = 11.
Not considering in the objective function the outputs out and co the configu-

ration remains the same while W = 10.
Returning to the model of the dynamic power and considering that the outputs

are two it is deduced for our full adder that:

max(Pdyn) =
1

2
(10�0

tech + 2�0
tech FOA) V 2 FCLK TRA

where with the coefficients of �0
tech and �0

tech is meant as the multiplicative con-
tribution to the line capacities in the fanout case.

3.3 Probabilistic Model and propagation input out-
put

The idea behind probabilistic techniques is to directly propagate the input
statistics to obtain the switching probability of each node in the circuit and the
output. This approach is potentially very efficient, as only one pass through the
circuit is needed [28] . However, it requires a new simulation engine with a set of
rules for propagating the signal statistics.

Proceed, for example, by analyzing the output probability of a single AND
port. The output will be at logic level 1 when each of its inputs is 1. When
the inputs are independent, the static probability at the output will be the simple
multiplication of the static probabilities of the inputs: PSAND = PSa PSb. In
Table 3.1 we can see other basic logic gates.

Gate Static Probability
a AND b PS(a) PS(b)
a OR b PS(a) + PS(b) � PS(ab)
NOT (a) = a 1 � PS(a)

Table 3.1: Static probability propagation (PS) in basic logic gates.

In addition to the previous formulas there are other aspects to analyze in signal
probability propagation. First of all, a delay model is introduced and therefore
delays on the paths between inputs and outputs. In a general model each port has
its own specific delay time.

Using the circuit in Figure 3.5 we assume that the two NAND gates 1 and 2
have response times �1 and �2, respectively.
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Figure 3.5: Example of a logic circuit with glitching and spatial correlation [28]

We observe that variations in the output z can be triggered by signals with
paths of different lengths. That is, z will have a transaction probability both rela-
tive to the path with time �2 and to the path with time �1 + �2. Of course, the
total switching activity of signal z will be the sum of these two probabilities. This
study also highlights possible glitches within the network.

Another problem is spatial correlation. When two logic signals are analyzed
together, they can be assumed to be independent only if they have no common
input signal in their support.If there is one or more common inputs, these signals
are spatially correlated.

Again from the Figure 3.5 it is shown that the probability PS(z) cannot be
computed directly from PS(w) and PS(y) as for the case of independent inputs
by directly computing the static probability of the NAND gate (PS(z) 6= 1 �
PS(w)PS(y)). Being PS(w) = 1 � PS(x)PS(y) we get PS(z) = 1 � (1 �
PS(x)PS(y))PS(y) from which, knowing that PS(y)PS(y) = PS(y) we get:
PS(z) = 1 � PS(y) + PS(x)PS(y).

For example having PS(x) = PS(y) = 0:5 we have:

PS(z) = 1 � PS(y) + PS(x)PS(y) = 1 � 0:5 + 0:25 = 0:75

different from the direct calculation 1 � PS(w)PS(x) = 0:625 obtained by con-
sidering w and y indipendent and with PS(w) = 0:75.

x y w z
0 0 1 1
0 1 1 0
1 0 1 1
1 1 0 1

Table 3.2: Truth Table for the circuit in Figure 3.5.

Which is easily deduced by looking at the Truth Table 3.2 where both w and
z are 0 in one configuration.

A third important issue is time correlation. In probabilistic methods the static
probability alone is not sufficient to model a digital signal but, as introduced ear-
lier, the average switching activity or toogle rate (TR) is needed. It represents
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precisely the probability that a signal will make a transition from 0 to 1 or vice
versa.

In a synchronous system, the static probability and toogle rate are related by
the following:

TR

2
� PS � 1 � TR

2

3.3.1 Method for calculating the Toggle rate an output
Partial derivate method

At this point it remains to be analyzed how the calculation of the toggle rate
at the output of a block is done knowing the behavior of the inputs.

First of all this will depend strongly on the particular function implemented
by the circuit and this explains how algorithms based on generic components
only (such as LUT or reprogrammable cells) are highly approximate, but often
for problems of complexity we tend to simplify.

This relationship is based on the analysis of the Boolean function to partial
derivatives.

Given the Boolean function;

y = f(x) = f(x0; x1; : : : ; xn � 1)

is defined as partial derivative with respect to the variable xi the following:

@f(x)

@xi

=
@y

@xi

�
=fx i

� fx i

where fx i
and fx i

are Shannon’s co-factors.
The output switching activity will then be calculated as follows for each indi-

vidual input:

TR(y) =
n � 1X
i =0

P

�
@y

@xi

�
TR(xi )

where the following will also be used to calculate the Static Probability of a logic
function SP (y) output for indipendent input.

P (a) = SP (a)
P (a) = 1 � P (a)
P (ab) = P (a)P (b)

P (a+ b) = P (a) + P (b) � P (a)P (b)

where on the left or in the argument of the functional P the symbols of the op-
erators are to be considered boolean while the others are the classic operations in
R.
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In the case of non-independent inputs, the more general formulas in Figure 3.6
are used:

Figure 3.6: Calculation of probability of Boolean functions

Entropy-Based method

An alternative method to the previous one to estimate the activity switching of
the line, also used at word-level, is the one that uses an Entropy-Based approach
[35].

3.4 Power analysis method
In the DSP domain, the initial theoretical design is approached from a math-

ematical point of view by making strong use of difference equations. In fact, the
conceptual blocks produced in the very early stages of design can all be formally
characterized by mathematical processes. These mathematical processes seen as
mathematical systems can be translated into graphs that from the studies of Shan-
non first, Madson later, take the name of Signal-flow graph (SFG). These graphs
in practical aspects and especially in specific application domains can have an
"unambiguous" link to a physical digital implementation.

As reported by Robichaud in [36], however, a complex mathematical system
can be translated into various graphs, depending on the choice of intermediate
signals, and the interpretation of precedence or parallelism of operations. For
this reason, from the same system of equations one can obtain various equivalent
solutions but different in terms of realizability and weights. This opens the door
initially to the study of exploring the space of solutions and then the metrics within
it to evaluate the different effects.

Example a+ b+ c can be written as: (a+ b) + c, a+ (b+ c) or using ad hoc
circuits as (a+ b+ c) as a whole.

In modern numerical signal processing systems, there is a strong improvement
in performance and feasibility with the use of multirate techniques. Often these,
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however, are not represented in the classical SFG formalization and therefore an
augmented SFG formalism is introduced for our blocks.

This formalism also needs to represent not only the different frequency do-
mains of the system, but also the information needed for the various estimates
including power. For this the graphs will also draw notations on the number of
bits of the signals.

3.5 Signal-Flow Graph
Signal-Flow Graphs (SFG), invented by Claude Shannon previously, and inde-

pendently later by Samuel Jefferson Mason who renamed them to Mason Graph,
are used to graphically represent algebraic equations.

They consist of nodes (also called signal) and annotated arcs that introduce
a multiplicative factor. The nodes with multiple arcs in input represent the sum
signal of the inputs.

(a) Example of Signal-Flow Graph. (b) SFG to SFG+ transformation.

Figure 3.7: Signal Flow Graph transformation.

An example of these graphs, very common in the literature, is visible in Figure
3.7a.

To perform the transformation from SFG to SFG Augmented (SFG+) are used
the equivalences in Figure 3.7b

The following notation is used to annotate the signal information:

x : n@clk!TR

where signal x is n bit wide and works with clock domain "clk" and a toggle rate
equal to TR.
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Example of power estimation using SFG
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